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Abstract

Consistency and asymptotic normality are established for the maximum like-

lihood estimators in the nonstationary ARCH and GARCH models with general

t-distributed innovations. The results hold for joint estimation of (G)ARCH ef-

fects and the degrees of freedom parameter parametrizing the t-distribution. With

T denoting sample size,
√
T -convergence is shown to hold with closed form ex-

pressions for the multivariate covariances.

Keywords: ARCH, GARCH, asymptotic normality, asymptotic theory, consis-

tency, t-distribution, maximum likelihood, nonstationarity.

JEL Classification: C32.

1 Introduction

Asymptotic theory is presented for likelihood inference in nonstationary linear ARCH

and GARCH models with (scaled) tν-distributed innovations, where ν denotes the de-

grees of freedom. It is shown that when the parameters lie in the region where no

stationary solution exists, maximum likelihood (ML) estimation of the (G)ARCH para-

meters and the degrees of freedom parameter yields estimators which are
√
T -consistent

and have a joint normal limiting distribution. Furthermore, the covariances are shown

to have closed form expressions.

Existing theory for likelihood-based estimation of nonstationary GARCH deals with

Gaussian (quasi-) maximum likelihood (QML) estimation as in Jensen and Rahbek
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(2004a,b). As, by definition, the tν-likelihood function differs from the Gaussian, the

arguments employed here are different and the results new. In particular, by exploiting

results for the Beta-distribution, we are able to explicitly characterize distributional

properties of key ratios appearing in the derivatives of the tν-likelihood function.

Theory for tν-likelihood estimation for the stationary case is given in Berkes and

Horváth (2004) and Straumann (2005, Ch.6). More generally for the stationary case,

asymptotic properties of estimation from maximization of the Gaussian likelihood func-

tion, that is, QML estimation, have been widely studied in the literature, see e.g. Weiss

(1986), Lee and Hansen (1994), Lumsdaine (1996), Berkes, Horváth, and Kokoszka

(2003), Berkes and Horváth (2003), Hall and Yao (2003), Straumann (2005) and Kris-

tensen and Rahbek (2005). In terms of nonstationary QML estimation of GARCH

models, in addition to Jensen and Rahbek (2004a,b), Francq and Zakoïan (2012,2013)

consider nonstationary (asymmetric) GARCH QML estimation and testing for sta-

tionarity, whereas Linton, Pan, and Wang (2010) consider QML estimation allowing

for dependent innovations. Moreover, Aknouche (2014) has recently proposed least-

squares-based estimation of nonstationary ARCH.

To simplify the presentation, as well as the structure of the proofs of the main results

in Theorems 1 and 2, initially the theory for the simple ARCH model is given in Section

2, which is next extended in Section 2.1 to GARCH. The main difference between the

two cases is that the derivations for the GARCH model are notationally more involved

due to the extended recursive structure as reflected in the proofs which are located in

the appendix.

Notation: With x a positive scalar, Γ(x) denotes the gamma function, and ψ(x)

and ψ′(x) the digamma and trigamma functions, respectively, i.e. ψ(x) := d ln Γ(x)/dx

and ψ′(x) := d2 ln Γ(x)/dx2; see Davis (1964) for more details and properties of Γ (x).

All limits are taken as T →∞ unless stated otherwise, and P→, w→ denote convergence

in probability and convergence in distribution, respectively.

2 Nonstationary tν-ARCH

Consider initially the simple ARCHmodel of order one introduced in Engle (1982) given

by

xt = σtzt, σ2
t = ω + αx2

t−1, (1)

for t = 1, 2, ..., T and with the initial value x0 fixed in the statistical analysis. The para-

meters α and ω are positive, α, ω > 0, and {zt}t=1,2,... is a sequence of i.i.d. innovations
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following a scaled t-distribution with ν > 2 degrees of freedom, denoted tν . That is,

zt =
√

(ν − 2)/νz̃t where z̃t has a Student’s t-distribution with ν degrees of freedom,

and E[zt] = 0 and E[z2
t ] = 1.

The tν-log-likelihood includes ν as a parameter and is given by

LT (θ) :=
1

T

T∑
t=1

lt(θ), lt(θ) := −1

2
ln(σ2

t (θ)) + ln(gν(xt/σt(θ))), (2)

where θ := (α, ν, ω)′, the conditional variance σ2
t (θ) := ω+αx2

t−1, and the density gν (·)
is given by

gν (x) := γ(ν)√
(ν−2)π

(
1 + x2

ν−2

)−( ν+12 )
, γ (ν) :=

Γ
(
ν+1

2

)
Γ( ν2 )

. (3)

Let θ0 := (α0, ν0, ω0)′, where α0, ω0 > 0 and ν0 > 2, denote the true parameter value

and such that no stationary solution exists, that is

E[ln(α0z
2
t )] ≥ 0, (4)

see Nelson (1990) and Bougerol and Picard (1992).

In terms of estimation, note that the ML estimator of the scale parameter ω in the

nonstationary case is not consistent. This is equivalent to the nonstationary Gaussian

QML case in Jensen and Rahbek (2004a), and, as there, we derive the results for

estimation of α and ν with ω fixed at an arbitrary value, see Francq and Zakoïan

(2012) for further considerations on this aspect.

Thus, with α̂ and ν̂ denoting the maximizers of LT (θ) in (2) for any arbitrary and

positive ω, we can state the following theorem for
√
T asymptotic inference on α and ν

in the nonstationary case:

Theorem 1 Assume that (4) holds, then for arbitrary ω > 0,

√
T (α̂− α0, ν̂ − ν0)

w→ N(0,Σ−1),

where the positive definite Σ is given by

Σ =

(
Σαα Σαν

Σαν Σνν

)
=

(
ν0

2(ν0+3)α20

3
α0(ν0−2)(ν0+1)(ν0+3)

3
α0(ν0−2)(ν0+1)(ν0+3)

1
4
(ψ′(ν0

2
)− ψ′(ν0+1

2
)) + 6

(ν0−2)2(ν0+1)(ν0+3)

)
.

(5)

The proof of Theorem 1 is given in Appendix A.
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Remark 2.1 The functional form of the tν-likelihood function is by definition different

from the Gaussian likelihood considered in Jensen and Rahbek (2004a,b), with the

important implication that properties of transformations of the Beta-distribution can

be exploited in the proof of Theorem 1. Specifically, the following quantities appear

repeatedly in the derivatives of (the log of) the tν-likelihood function,

z∗1t :=
(ν0+1)z2t

(ν0−2)+z2t
− 1, z∗2t :=

(ν0+1)z2t

[(ν0−2)+z2t ]
2 and z∗3t := −(1

2
ln(1 +

z2t
ν0−2

)− ∂ ln γ(ν0)
∂ν

). (6)

Observe that, and as used in the proof of Lemma A.5 in the appendix, it holds that z∗1t =

[(ν0+1)ηt−1], z∗2t = ηt(1−ηt)(ν0+1)/(ν0−2), and z∗3t = [∂ ln γ (ν0) /∂ν+(1/2) ln(1−ηt)],
where ηt has a Beta(1/2, ν0/2)-distribution, and results for transformations of the Beta-

distribution applied to z∗it, i = 1, 2, 3, are then used to derive the explicit form of Σ in

Theorem 1.

Note furthermore, that of the key quantities in (6) alone the equivalent of z∗1t appears

in the Gaussian (non-)stationary QML case, while z∗2t and z
∗
3t are specific to the tν-case.

Moreover, in the Gaussian case the equivalent of z∗1t takes the form z2
t −1 corresponding

to ν0 tending to infinity and the tν-distribution approaching the Gaussian. Finally, note

that unlike for the Gaussian case, z∗1t is bounded by a constant.

Remark 2.2 Observe that only ν0 > 2, or Ez2
t < ∞, is required, which contrasts

the QML estimation theory for stationary ARCH models where Ez4
t < ∞ is required

corresponding to ν0 > 4; see Berkes and Horváth (2003,2004) for a discussion on general

requirements for QML estimation of ARCH models.

Remark 2.3 The theorem generalizes the result for Gaussian ML estimation in Jensen

and Rahbek (2004a,b); observe in particular that as ν0 → ∞, such that the tν0 dis-
tribution tends to the standard Gaussian, the asymptotic variance of α̂, as given by

Vα := (Σαα − Σ2
αν/Σνν)

−1
, tends to 2α2

0 which is identical to the limiting variance of

the Gaussian ML estimator.

Remark 2.4 An important result is that also the degrees of freedom MLE ν̂ is consis-

tent and asymptotically Gaussian at the
√
T rate. In particular so as the tν likelihood

expansions in the ν direction are entirely different from the α direction and hence require

different arguments when compared to the Gaussian ML theory.

Remark 2.5 Note the simple explicit form of the individual entries in Σ. One impli-

cation is that Σ is consistently estimated by Σ̂ defined as Σ with α̂, ν̂ replacing α0 and

ν0.
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Remark 2.6 Results for consistency and asymptotic normality of the Gaussian QML

estimator allow for innovations to depart from Gaussianity. Likewise, one could be

interested in studying the properties of the tν QML estimator, that is, allow the in-

novations to have a non-tν-distribution while maximizing the tν likelihood function.

However, as thoroughly discussed in Fan, Qi, and Xiu (2014), even for the stationary

case the estimators would be inconsistent. To provide estimation theory in this case ei-

ther very different model assumptions are needed such that σ2
t is no longer interpretable

as a conditional variance as in Berkes and Horváth (2004), or the estimation procedure

needs to be changed entirely, such as for the three-step type estimator in Fan, Qi, and

Xiu (2014). Note that, Francq and Zakoïan (2014) informally discuss consistency of the

three-step estimator for the nonstationary ARCH, and point at the open issue similar

to here of the asymptotic distribution of the estimator for the nonstationary case.

2.1 Extension to tν-GARCH

We here present the results for the tν-GARCH model which generalizes the tν-ARCH

model in (1). In short, the tν-GARCH model is given by

xt = σtzt, σ2
t = ω + αx2

t−1 + βσ2
t−1,

for t = 1, 2, ..., T , with the initial value x0 fixed in the statistical analysis, and {zt}t=1,2,...

is an i.i.d. tν-distributed, ν > 2, sequence. Moreover, with the initial variance σ2
0 := γ >

0, the parameters are given by θ := (α, β, ν, ω, γ)′, α, β, ω > 0, and the log-likelihood

function is given by (2) with σ2
t (θ) := ω+αx2

t−1+βσ2
t−1(θ). Let θ0 := (α0, β0, ν0, ω0, γ0)′,

where α0, β0, ω0, γ0 > 0 and ν0 > 2, denote the true parameter values and such that no

stationary solution exists, i.e.

E[ln(α0z
2
t + β0)] ≥ 0. (7)

We are now in position to state the equivalent of Theorem 1 for the GARCH case for

arbitrary scale parameter ω and initial value γ, noting that these are inconsistently

estimated:

Theorem 2 Assume that (7) holds, then for arbitrary ω > 0 and γ > 0,
√
T (α̂− α0, β̂ − β0, ν̂ − ν0)

w→ N(0,Ω−1),

with the positive definite Ω given in (B.1) in the appendix.

The proof of Theorem 2 is given in Appendix B.
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3 Conclusion

A full theory for ML estimation in the nonstationary tν-ARCH and tν-GARCH models

has been provided. We close by conjecturing that by similar arguments — but with

added notational complexity — it appears possible to extend the results to allow for

different functional forms of the conditional variance σ2
t , including tν-(G)ARCH models

of general order, possibly asymmetric.
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Appendix

For the appendix we introduce some additional notation: Let a.s.→, Lp→ denote almost sure

and Lp convergence respectively, ‖·‖ the Euclidean norm, and finally 1 (·) denotes the
indicator function.

Note also that full expressions for all first-, second-, and third-order derivatives of

the log-likelihood contribution, lt(θ) in (2), are stated in Appendix C.

A Proof of Theorem 1

We prove Theorem 1 in two steps: First, we consider the case of ω fixed at ω0. Next,

we extend to the case of arbitrary ω.

With ω = ω0 and LT (θ) defined in (2), the result follows by Lemmas A.1-A.3 which

provide convergence results for the score and the observed information, and establish

uniform bounds for the third-order derivatives of the log-likelihood function, thereby

establishing the regularity conditions for general asymptotic inference in Jensen and

Rahbek (2004a, Lemma 1).

With ω arbitrary, the result follows by Lemma A.4.

A.1 Lemmas A.1-A.4

Consider first the score:

Lemma A.1 With LT (θ) defined in (2), the score evaluated at θ0 is given by ST :=

T−1/2
∑T

t=1 (st,α, st,ν)
′, with

st,α := ∂lt(θ0)/∂α = 1
2

z∗1tx
2
t−1

ω0+α0x2t−1
and st,ν := ∂lt(θ0)/∂ν =

z∗1t
2(ν0−2)

+ z∗3t, (A.1)

with z∗1t and z
∗
3t defined in (6). Under the nonstationarity condition in (4), as T →∞,

it holds that ST
w→ N(0,Σ), where Σ is defined in (5).

Consider next the observed information.

Lemma A.2 With LT (θ) defined in (2), define the observed information evaluated at

θ0 by

IT := T−1
T∑
t=1

(
it,αα it,αν

it,αν it,νν

)
,
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where it,αα := −∂2lt(θ0)/∂α2, it,αν := −∂2lt(θ0)/∂α∂ν and it,νν := −∂2lt(θ0)/∂ν2 are

defined in terms of z∗1t and z
∗
2t in (6). Under the nonstationarity condition in (4),

IT
P→ Σ, with Σ given in (5).

For the third-order derivatives the following uniform bounds hold.

Lemma A.3 With LT (θ) defined in (2), for any ω > 0, the third-order derivatives

of the log-likelihood contributions, i.e. ∂3lt(θ)/∂α
3, ∂3lt(θ)/∂α

2∂ν, ∂3lt(θ)/∂ν
3, and

∂3lt(θ)/∂ν
2∂α, are uniformly bounded by a constant, c, for λ ∈ N , where N :=

[αL, αU ]× [νL, νU ]. Here αU := α0 + δα, αL := α0− δα, νU := ν0 + δν and νL := ν0− δν
for some δα, δν > 0, and such that αL > 0 and νL > 2.

Finally, consider the case of arbitrary scale parameter ω:

Lemma A.4 With LT (θ) defined in (2) and with ω arbitrary, there exist αL, αU , νL,

and νU , satisfying αL < α0 < αU and νL < ν0 < νU , such that∥∥∥∥ 1
T 1/2

T∑
t=1

(
∂lt(α0,ν0,ω)
∂(α,ν)′ −

∂lt(θ0)

∂(α,ν)′

)∥∥∥∥ P→ 0

and

sup
(α,ν)′∈N

∥∥∥∥ 1
T

T∑
t=1

(
∂2lt(α,ν,ω)
∂(α,ν)′∂(α,ν)

− ∂2lt(α,ν,ω0)
∂(α,ν)′∂(α,ν)

)∥∥∥∥ P→ 0,

where N := [αL, αU ]× [νL, νU ].

A.2 Proof of Lemmas A.1-A.4

Proof of Lemma A.1: First, observe that by definition the of st,α and st,v in (A.1),

for any t ≥ 1,

|st,α| ≤ ν0+1
2α0

and |st,ν | ≤ |z∗3t|+ ν0+1
2(ν0−2)

, (A.2)

and in particular, E|st,j| < ∞ for j = α, ν. Lemma A.5 implies next that (st,α, st,ν)
′ is

a martingale difference sequence with respect to Ft = σ(xt, xt−1, ..., x0). Using Lemmas

A.5 and A.7, we find the individual entries in Σ as follows:

1
T

T∑
t=1

E(s2
t,α|Ft−1) = 1

4
E
[
z∗21t

]
1
T

T∑
t=1

(
x2t−1

ω0+α0x2t−1

)2 P→ ν0
2(ν0+3)α20

= Σαα > 0. (A.3)

Similarly,

1
T

T∑
t=1

E(s2
t,ν |Ft−1) = E(s2

t,ν) = E[z∗23t ] + 1
4(ν0−2)2

E[z∗21t ] +
(

1
ν0−2

)
E[z∗1tz

∗
3t] (A.4)
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= 1
4

[
ψ′
(
ν0
2

)
− ψ′

(
ν0+1

2

)]
+ 6

(ν0−2)2(ν0+1)(ν0+3)
= Σνν > 0,

and

1
T

T∑
t=1

E(st,αst,ν |Ft−1) = 1
2
E
[

z∗21t
2(ν0−2)

+ z∗1tz
∗
3t

]
1
T

T∑
t=1

(
x2t−1

ω0+α0x2t−1

)
P→ Σαν . (A.5)

It holds that det (Σ) ≥ 0, and with equality if and only if z∗1t = cz∗3t almost surely

for some c ∈ R. This is ruled out by the definition of z∗1t and z∗3t, and we have that
det (Σ) > 0. As Σαα,Σνν > 0, it follows that Σ is also positive definite. We may

therefore conclude that for any φ := (φ1, φ2)′ ∈ R2 \ {(0, 0)′},

lim
T→∞

1
T

T∑
t=1

E
[
(φ1st,α + φ2st,ν)

2|Ft−1

] P→ φ′Σφ > 0. (A.6)

Turning to the Lindeberg condition, using (A.2) it follows that for any δ > 0, and any

(φ1, φ2)′ ∈ R2,

1
T

T∑
t=1

E
(

(φ1st,α + φ2st,ν)
21{|φ1st,α + φ2st,ν | >

√
Tδ}

)
→ 0. (A.7)

This establishes the CLT in Brown (1971). �

Proof of Lemma A.2: Using (C.5) in Appendix C, we have that

1
T

T∑
t=1

it,αα = 1
T

T∑
t=1

1
2

[z∗1t + z∗2t (ν0 − 2)]
(

x2t−1
ω0+α0x2t−1

)2

.

By the strong law of large numbers for i.i.d. processes, limT→∞ T
−1
∑T

t=1 |12 [z∗1t + z∗2t (ν0 − 2)] |
is almost surely bounded by some finite constant c. Moreover, for any fixed t, it holds by

the Borel-Cantelli lemma that T−1 1
2

[z∗1t + z∗2t (ν0 − 2)]
a.s.→ 0. Then by applying Toeplitz’

lemma together with Lemmas A.5 and A.7,

1
T

T∑
t=1

it,αα
P→ 1

2
{E[z∗1t] + E[z∗2t] (ν0 − 2)} 1

α20
= ν0

2α20(ν0+3)
= Σαα.

By similar arguments, and using (C.8) and (C.6),

1
T

T∑
t=1

it,αν = 1
T

T∑
t=1

−1
2

{
(ν0 + 1)−1(z∗1t + 1)− z∗2t

}( x2t−1
ω0+α0x2t−1

)
P→ −1

2

{
(ν0 + 1)−1E[z∗1t + 1]− E[z∗2t]

}
1
α0

= Σαν ,
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and

1
T

T∑
t=1

it,νν = 1
T

T∑
t=1

{
−∂2 ln γ(ν)

∂ν∂ν
− z∗1t+1

(ν0−2)(ν0+1)
+

z∗1t
2(ν0−2)2

+
z∗2t

2(ν0−2)

}
P→ −∂2 ln γ(ν)

∂ν∂ν
− E[z∗1t]+1

(ν0−2)(ν0+1)
+

E[z∗1t]
2(ν0−2)2

+
E[z∗2t]

2(ν0−2)

= 1
4

[
ψ′
(
ν0
2

)
− ψ′

(
ν0+1

2

)]
− 1

(ν0−2)(ν0+1)
+ ν0

(3+ν0)(ν0−2)2
= Σνν .

�

Proof of Lemma A.3: From (C.14), for any ω > 0,

sup
(α,ν)′∈N

∣∣∣∂3lt(α,ν,ω)
∂α3

∣∣∣ ≤ [(νU + 1) + (νU+1)(νU−2)
(νL−2)

+ (νU+1)(νU−2)2

(νL−2)2
+ 1
]

1
α3L
≤ c <∞.

Likewise, using (C.15), (C.21), and (C.22),

sup
(α,ν)′∈N

∣∣∣∂3lt(α,ν,ω)
∂α2∂ν

∣∣∣ ≤ [1
2

+ (νU−2)
2(νL−2)

+ (νU+1)(νU−2)
(νL−2)2

]
1
α2L
≤ c <∞,

sup
(α,ν)′∈N

∣∣∣∂3lt(α,ν,ω)
∂ν3

∣∣∣ ≤ sup
ν∈[νL,νU ]

∣∣∣∂3 ln γ(ν)
∂ν3

∣∣∣+ 3
(νL−2)2

+ 4(νU+1)

(νL−2)3
≤ c <∞,

and

sup
(α,ν)′∈N

∣∣∣∂3lt(α,ν,ω)
∂ν2∂α

∣∣∣ ≤ [ (νU+1)
(νL−2)2

+ 1
νL−2

]
1
αL
≤ c <∞.

�

Proof of Lemma A.4: Choose αL > 0 and νL > 2, and define ωL := min(ω0, ω) and

ωU := max(ω0, ω). Using Taylor expansions, it suffi ces to show that

sup
ωL≤ω≤ωU

∥∥∥∥ 1
T 1/2

T∑
t=1

∂2lt(α0,ν0,ω)

∂(α,ν)′∂ω

∥∥∥∥ P→ 0 (A.8)

and

sup
(α,ν)′∈N

sup
ωL≤ω≤ωU

∥∥∥∥ 1
T

T∑
t=1

∂3lt(θ)

∂(α,ν)′∂(α,ν)∂ω

∥∥∥∥ P→ 0. (A.9)

From (C.10),

sup
ωL≤ω≤ωU

∣∣∣∂2lt(α0,ν0,ω)
∂α∂ω

∣∣∣ ≤ sup
ωL≤ω≤ωU

1
2

∣∣∣∣1− (ν0+1)x2t /σ
2
t (α0,ν0,ω)

(ν0−2)+x2t /σ
2
t (α0,ν0,ω)

− (ν+1)(ν−2)x2t /σ
2
t (α0,ν0,ω)

[(ν−2)+x2t /σ
2
t (α0,ν0,ω)]

2

∣∣∣∣
× sup

ωL≤ω≤ωU

∣∣∣( x2t−1
σ2t (α0,ν0,ω)

)(
σ2t (α0,ν0,ω0)

σ2t (α0,ν0,ω)

)(
1

σ2t (θ0)

)∣∣∣
≤ 1

2

[
1 + (ν0 + 1) + (ν0+1)(ν0−2)

(ν0−2)

]
1
α0

(
ω0
ωL

+ 1
)(

1
σ2t (θ0)

)
,
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and an application of Lemma A.8 and Jensen and Rahbek (2004a, Lemma 11) then gives

that supωL≤ω≤ωU T
−1/2

∑T
t=1 |∂2lt(α0, ν0, ω)/∂α∂ω| P→ 0. Similar arguments, and using

(C.12), yield that supωL≤ω≤ωU T
−1/2

∑T
t=1 |∂2lt(α0, ν0, ω)/∂ν∂ω| P→ 0, and we have that

(A.8) holds. Turning to the proof of (A.9), it holds by (C.23) that

sup
(α,ν)′∈N

sup
ωL≤ω≤ωU

∣∣∣∂3lt(θ)∂α2∂ω

∣∣∣
≤ sup

(α,ν)′∈N
sup

ωL≤ω≤ωU

∣∣∣∣ (ν+1)(ν−2)2x2t /σ
2
t (θ)

[(ν−2)+x2t /σ
2
t (θ)]

3 +
(ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)

+
(ν+1)(ν−2)x2t /σ

2
t (θ)

[(ν−2)+x2t /σ
2
t (θ)]

2 − 1

∣∣∣∣
× sup

(α,ν)′∈N
sup

ωL≤ω≤ωU

∣∣∣∣( x2t−1
σ2t (θ)

)2 (
σ2t (θ0)

σ2t (θ)

)(
1

σ2t (θ0)

)∣∣∣∣
≤

(
(νU+1)(νU−2)2

(νL−2)2
+ (νU + 1) + (νU+1)(νU−2)

(νL−2)
+ 1
)

1
α2L

(
α0
αL

+ ω0
ωL

)(
1

σ2t (θ0)

)
,

so another application of Lemma A.8 and Jensen and Rahbek (2004a, Lemma 11) yields

that sup(α,ν)′∈N supωL≤ω≤ωU T
−1
∑T

t=1 |∂3lt(θ)/∂α
2∂ω| P→ 0. Similar arguments, and us-

ing (C.26) and (C.28), give that sup(α,ν)′∈N supωL≤ω≤ωU T
−1
∑T

t=1 |∂3lt(θ)/∂α∂ν∂ω|
P→ 0

and sup(α,ν)′∈N supωL≤ω≤ωU T
−1
∑T

t=1 |∂3lt(θ)/∂ν
2∂ω| P→ 0, and we conclude that (A.9)

holds. �

A.3 Auxiliary Lemmas: tν-ARCH

We state here the expectation and (co)variances of z∗it, i = 1, 2, 3, defined in (6). More-

over, we state important convergence results for ratios of the type x2m
t−1/(ω0 +α0x

2
t−1)k,

with k and m nonnegative integers. These properties are repeatedly used in the proofs.

Lemma A.5 With z∗1t, z
∗
2t, and z

∗
3t defined in (6),

(i) E[z∗1t] = E[z∗3t] = 0 and E[z∗2t] = ν0/[(ν0 + 3)(ν0 − 2)],

(ii) E[z∗21t ] = 2ν0/(ν0 + 3) and E[z∗23t ] = [ψ′(ν0/2)− ψ′((ν0 + 1)/2)]/4,

(iii) E[z∗1tz
∗
3t] = −(ν0 + 1)−1.

Proof of Lemma A.5: Notice that zt =
√

(ν0 − 2)/ν0z̃t, where z̃t has a Student’s

t-distribution with ν degrees of freedom. It holds that ηt := z2
t /((ν0 − 2) + z2

t ) =

(z̃2
t /ν0)/(1 + z̃2

t /ν0) has a Beta(1/2, ν0/2)-distribution, see e.g. Johnson, Kemp, and

Kotz (1995, p.327). Hence, z∗1t = [(ν0 + 1)ηt − 1], z∗2t = ηt(1− ηt)(ν0 + 1)/(ν0 − 2), and

z∗3t = [∂ ln γ (ν0) /∂ν + (1/2) ln(1− ηt)]. The results then follow by using the results for
the Beta-distribution, listed in Lemma A.6 below. �
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Lemma A.6 Assume that the random variable X is Beta-distributed with shape para-

meters p, q > 0, i.e. Beta(p, q). Then

(i) E[X] = p/(p+ q) and E[X2] = p(p+ q)−1(p+ 1)(p+ q + 1)−1,

(ii) E[ln(1−X)] = ψ(q)− ψ(p+ q) and E[ln(1−X)]2 = ψ′(q)− ψ′(p+ q) + (ψ(q)−
ψ(p+ q))2,

(iii) E[X ln(1−X)] = [ψ(q)− ψ(p+ q)− (p+ q)−1]p(p+ q)−1.

Proof of Lemma A.6: The results in (i) are well-known, see for example Johnson,

Kemp, and Kotz (1995, p.217). The results in (ii)-(iii) follow by using the density

function of the Beta-distribution, and by repeated use of the identity ∂
∂y
xy = (ln x)xy,

x > 0. �

Lemma A.7 Assume that (4) holds. For m, k ∈ N ∪ {0}, m ≤ k, and with the ratios

γt (m, k) defined by

γt (m, k) :=
x2mt−1

(ω0+α0x2t−1)k
, (A.10)

it holds that γt (m, k)
P→ α−m0 1 (m = k), as t → ∞. Moreover, 1

T

∑T
t=1 γt (m, k)

P→
α−m0 1 (m = k) as T →∞.

Proof of Lemma A.7: The results hold as x2
t−1

P→∞ under (4) by Theorem 2.1.b in

Klüppelberg, Lindner, and Maller (2004). �

Lemma A.8 Under the nonstationarity condition in (4) there exists a ρ < 1 such that

for t ≥ 1,

E
[

1
σ2t (θ0)

]
≤ ω−1

0 ρt−1.

Proof of Lemma A.8: Notice that for any t ≥ 1,

σ2
t (θ0) = x2

0

t−1∏
i=1

α0z
2
t−i + ω0

[
1 +

t−1∑
k=1

k∏
i=1

α0z
2
t−i

]
≥ ω0

t−1∏
i=1

α0z
2
t−i, (A.11)

with the conventions
∏0

i=1 = 1 and
∑0

k=1 = 0. When (4) holds, 1 ≤ exp(E[ln(α0z
2
t )]) <

E[α0z
2
t ](= α0), where the strict inequality holds by Jensen’s inequality and the fact

that the exponential function is strictly convex and that ln(α0z
2
t ) is non-degenerate.

By another application of Jensen’s inequality (for strictly concave functions), we then

have that

E
[
1/(α0z

2
t )
]
< 1. (A.12)

Combining (A.11) and (A.12) yields the result. �
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B The tν-GARCH Case

We proceed as for the ARCH case by considering first the case of fixed (ω, γ) at (ω0, γ0),

and next allow for arbitrary (ω, γ). Thus with (ω, γ) = (ω0, γ0) and LT (θ) defined in

(2), the result follows by Lemmas B.1—B.3 establishing Jensen and Rahbek (2004a,

Lemma 1). With ω and γ arbitrary, apply Lemma B.4, as in Jensen and Rahbek

(2004a, Sections 4.2-4.3).

B.1 Lemmas B.1-B.4

Lemma B.1 The score evaluated at θ0 is given by ST := T−1/2
∑T

t=1 (st,α, st,β, st,ν)
′,

with

st,α :=
z∗1t
2

∂σ2t (θ0)/∂α

σ2t (θ0)
, st,β :=

z∗1t
2

∂σ2t (θ0)/∂β

σ2t (θ0)
, and st,ν :=

z∗1t
2(ν0−2)

+ z∗3t.

Under the nonstationarity condition in (7), ST
w→ N(0,Ω), where the positive definite

Ω is given by

Ω =

Ωαα Ωαβ Ωαν

Ωαβ Ωββ Ωβν

Ωαν Ωβν Ωνν

 , (B.1)

where

Ωαα = ν0
2(ν0+3)α20

, Ωββ = ν0(1+µ1)µ2
2(ν0+3)β20(1−µ1)(1−µ2)

, µi = E[(β0/(α0z
2
t + β0))i], i = 1, 2,

Ωνν = 1
4

[
ψ′
(
ν0
2

)
− ψ′

(
ν0+1

2

)]
+ 6

(ν0−2)2(ν0+1)(ν0+3)
, Ωαβ = ν0µ1

2(ν0+3)α0β0(1−µ1)
,

Ωαν = 3
(ν0−2)(ν0+1)(ν0+3)α0

and Ωβν = 3µ1
(ν0−2)(ν0+1)(ν0+3)α0β0(1−µ1)

.

Lemma B.2 Define the observed information evaluated at θ0 by

IT := T−1
T∑
t=1

it,αα it,αβ it,αν

it,αβ it,ββ it,βν

it,αν it,βν it,νν

 ,

where it,αα := −∂2lt(θ0)/∂α2, it,ββ := −∂2lt(θ0)/∂β2 it,νν := −∂2lt(θ0)/∂ν2, it,αν :=

−∂2lt(θ0)/∂α∂ν, it,αβ := −∂2lt(θ0)/∂α∂β, and it,βν := −∂2lt(θ0)/∂β∂ν. Under the

nonstationarity condition in (7), IT
P→ Ω, with Ω defined in (B.1).

In the following we define the neighborhood, N (θ0), around θ0 as

N (θ0) := {θ : αL ≤ α ≤ αU , βL ≤ β ≤ βU , ωL ≤ ω ≤ ωU , γL ≤ γ ≤ γU , νL ≤ ν ≤ νU},
(B.2)
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for some αL < α0 < αU , βL < β0 < βU , ωL < ω0 < ωU , γL < γ0 < γU , and

νL < ν0 < νU .

Lemma B.3 With (λ1, λ2, λ3) := (α, β, ν), there exists a neighborhood, N (θ0) as in

(B.2) such that

max
h,i,j=1,2,3

sup
θ∈N (θ0)

∣∣∣ ∂3LT (θ)
∂λh∂λi∂λj

∣∣∣ ≤ w̃T , (B.3)

where 0 ≤ w̃T
P→ c ∈ (0,∞).

Next, let λ := (α, β, ν)′ and define the neighborhood,N (λ0), around λ0 := (α0, β0, γ0)′

as

N (λ0) := {λ = (α, β, ν)′ : αL ≤ α ≤ αU , βL ≤ β ≤ βU , νL ≤ ν ≤ νU}, (B.4)

for some αL < α0 < αU , βL < β0 < βU , and νL < ν0 < νU .

Lemma B.4 Under the nonstationarity condition (7), there exists a neighborhood, N (λ0),

as in (B.4) such that for any fixed ω, γ > 0,∥∥∥∥T−1/2
T∑
t=1

(
∂lt(λ0,ω,γ)

∂λ
− ∂lt(θ0)

∂λ

)∥∥∥∥ P→ 0

and

sup
λ∈N (λ0)

∥∥∥∥T−1
T∑
t=1

(
∂2lt(λ,ω,γ)
∂λ∂λ′ −

∂2lt(λ,ω0,γ0)
∂λ∂λ′

)∥∥∥∥ P→ 0.

B.2 Proofs of Lemmas B.1-B.4:

Proof of Lemma B.1: By Lemmas A.5 and B.5, (st,α, st,β, st,ν)
′ is a martingale

difference with respect to Ft := σ(yt, yt−1, ..., y0), yt := (xt, σ
2
t (θ0))′. With uαt defined

in (B.11) in Lemma B.5, it holds that

1
T

T∑
t=1

E(s2
t,α|Ft−1) = 1

4
E
[
z∗21t

]
1
T

T∑
t=1

(
∂σ2t (θ0)/∂α

σ2t (θ0)

)2

=

ν0
2(ν0+3)

{
1
T

T∑
t=1

[(
∂σ2t (θ0)/∂α

σ2t (θ0)

)
− u2

αt

]
+ 1

T

T∑
t=1

u2
αt

}
P→ ν0

2(ν0+3)
E[u2

αt] = Ωαα,

where we have used Lemma B.5 and the ergodic theorem. Likewise, with uβt defined in

(B.12),

1
T

T∑
t=1

E(s2
t,β|Ft−1)

P→ ν0
2(ν0+3)

E[u2
βt] = ν0

2(ν0+3)
(1+µ1)µ2

β20(1−µ1)(1−µ2)
= Ωββ,
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and
1
T

T∑
t=1

E(st,αst,β|Ft−1)
P→ ν0

2(ν0+3)
E[uαtuβt] = ν0

2(ν0+3)
µ1

α0β0(1−µ1)
= Ωαβ.

Similar to the proof of Lemma 1,

1
T

T∑
t=1

E(s2
t,ν |Ft−1) = 1

4

[
ψ′
(
ν0
2

)
− ψ′

(
ν0+1

2

)]
+ 6

(ν0−2)2(ν0+1)(ν0+3)
= Ωνν ,

1
T

T∑
t=1

E(st,αst,ν |Ft−1)
P→ 1

2
E
[

z∗21t
2(ν0−2)

+ z∗1tz
∗
3t

]
E[uαt] = 3

(ν0−2)(ν0+1)(ν0+3)
α−1

0 = Ωαν ,

and

1
T

T∑
t=1

E(st,βst,ν |Ft−1)
P→ 1

2
E
[

z∗21t
2(ν0−2)

+ z∗1tz
∗
3t

]
E[uβt] = 3

(ν0−2)(ν0+1)(ν0+3)
µ1

α0β0(1−µ1)
= Ωβν .

By construction, Ω is positive semi-definite, and next we seek to show that it is in

fact positive definite. Notice that Ω = Var[(z∗1tuαt/2, z
∗
1tuβt/2, z

∗
1t/(2 (ν0 − 2)) + z∗3t)

′],

and it hence suffi ces to show that we cannot find a constant vector φ := (φ1, φ2, φ3)′ ∈
R3 \ {(0, 0, 0)′} such that

φ′(z∗1tuαt/2, z
∗
1tuβt/2, z

∗
1t/(2 (ν0 − 2)) + z∗3t) = 0 a.s.

The proof follows by contradiction. First, suppose that (φ1, φ2) 6= (0, 0) and φ3 = 0,

which means that φ1z
∗
1tuαt/2+φ2z

∗
1tuβt/2 = 0 a.s. Since P (z∗1t = 0) = 0, φ1uαt+φ2uβt =

0 a.s., but this is clearly ruled out since uαt and uβt are linearly independent. Next,

suppose that (φ1, φ2) = (0, 0) and φ3 6= 0. Then φ3(z∗1t/(2 (ν0 − 2)) + z∗3t) = 0 a.s.,

which is ruled out since P (z∗1t/(2 (ν0 − 2)) + z∗3t = 0) = 0. So it must hold that

(φ1, φ2) 6= (0, 0) and φ3 6= 0. Using again that P (z∗1t = 0) = 0, φ1uαt/2 + φ2uβt/2 =

φ3(1/(2 (ν0 − 2))+z∗3t/z
∗
1t) a.s. This is ruled out by the fact that z

∗
3t/z

∗
1t is non-degenerate

and independent of (uαt, uβt). We conclude that Ω is positive definite, and hence for

any φ = (φ1, φ2, φ3)′ ∈ R3 \ {(0, 0, 0)′},

lim
T→∞

1
T

T∑
t=1

E
[
(φ1st,α + φ2st,β + φ3st,ν)

2|Ft−1

] P→ φ′Ωφ > 0.

Turning to the Lindeberg condition, using Lemma B.5 it follows that for any δ > 0,

and any (φ1, φ2, φ3)′ ∈ R3,

1
T

T∑
t=1

E
(

(φ1st,α + φ2st,β + φ3st,ν)
21{|φ1st,α + φ2st,ν | >

√
Tδ}

)
→ 0.

This establishes the CLT in Brown (1971). �
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Proof of Lemma B.2: From (C.4), we have that

T−1
T∑
t=1

it,ββ = T−1
T∑
t=1

{
1
2

[z∗1t + (ν0 − 2)z∗2t]
(
∂σ2t (θ0)/∂β

σ2t (θ0)

)2

+ 1
2
z∗1t

∂2σ2t (θ0)/∂β2

σ2t (θ0)

}
(B.5)

= T−1
T∑
t=1

1
2

[z∗1t + (ν0 − 2)z∗2t]

[(
∂σ2t (θ0)/∂β

σ2t (θ0)

)2

− u2
βt

]
+ T−1

T∑
t=1

1
2
z∗1tuββt

+T−1
T∑
t=1

1
2

[z∗1t + (ν0 − 2)z∗2t]u
2
βt + T−1

T∑
t=1

1
2
z∗1t

(
∂2σ2t (θ0)/∂β2

σ2t (θ0)
− uββt

)
,

where uβt and uββt are defined in Lemmas B.5 and B.6, respectively. By the strong law

of large numbers for i.i.d. processes, Lemma B.5, and Toeplitz’s lemma,

T−1
T∑
t=1

1
2

[z∗1t + (ν0 − 2)z∗2t]

[(
∂σ2t (θ0)/∂β

σ2t (θ0)

)2

− u2
βt

]
P→ 0. (B.6)

Likewise, using Lemma B.6 instead of Lemma B.5,

T−1
T∑
t=1

1
2
z∗1t

(
∂2σ2t (θ0)/∂β2

σ2t (θ0)
− uββt

)
P→ 0. (B.7)

By Lemmas B.5 and B.6 and the ergodic theorem,

T−1
T∑
t=1

1
2

[z∗1t + (ν0 − 2)z∗2t]u
2
βt + T−1

T∑
t=1

1
2
z∗1tuββt

a.s.→ 1
2
E{[z∗1t + (ν0 − 2)z∗2t]u

2
βt + z∗1tuββt}

= 1
2
E [z∗1t + (ν0 − 2)z∗2t]E[u2

βt] + 1
2
E[z∗1t]E[uββt]

= 1
2
(ν0 − 2)E [z∗2t]E[u2

βt] = ν0
2(ν0+3)

(1+µ1)µ2
β20(1−µ1)(1−µ2)

= Ωββ, (B.8)

where we have used that (z∗1t, z
∗
2t) is independent of (uβt, uββt). By combining (B.5)-

(B.8), we obtain

T−1
T∑
t=1

it,ββ
P→ Ωββ.

Using similar arguments together with (C.5)-(C.9), we conclude that IT
P→ Ω. �

Proof of Lemma B.3: From (C.13) it holds that,

sup
θ∈N (θ0)

∣∣∣∂3lt(θ)
∂β3

∣∣∣ ≤ 3
2

[
1 + (νU + 1) + (ν−2)(ν+1)

(νL−2)

]
sup

θ∈N (θ0)

∣∣∣∂σ2t (θ)/∂βσ2t (θ)

∣∣∣ sup
θ∈N (θ0)

∣∣∣∂2σ2t (θ)/∂β2σ2t (θ)

∣∣∣
+
[

(νU+1)(νU−2)2

(νL−2)2
+ (νU + 1) + (νU−2)(νU+1)

(νL−2)
+ 1
]

sup
θ∈N (θ0)

∣∣∣∂σ2t (θ)/∂βσ2t (λ)

∣∣∣3
+ 1

2
[1 + (νU + 1)] sup

θ∈N (θ0)

∣∣∣∂3σ2t (θ)/∂β3σ2t (λ)

∣∣∣
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≤ 3
2

[
1 + (νU + 1) + (ν−2)(ν+1)

(νL−2)

]
ūβt(βL, βU)ūββt(βL, βU)

+
[

(νU+1)(νU−2)2

(νL−2)2
+ (νU + 1) + (νU−2)(νU+1)

(νL−2)
+ 1
]
ū3
βt(βL, βU)

+ 1
2

[1 + (νU + 1)] ūβββt(βL, βU) =: w̃t,

where we have used Lemma B.8, and where ūβt(βL, βU), ūββt(βL, βU), and ūβββt(βL, βU)

are defined in Lemma B.8. Another application of Lemma B.8 yields that {w̃t} is ergodic
and w̃t is integrable, so by the ergodic theorem,

sup
θ∈N (θ0)

∣∣∣∂3LT (θ)

∂β3

∣∣∣ ≤ 1
T

T∑
t=1

sup
θ∈N (θ0)

∣∣∣∂3lt(θ)
∂β3

∣∣∣ ≤ 1
T

T∑
t=1

w̃t
a.s.→ E[w̃t] = c <∞.

Similar arguments applied to the rest of the third-order derivatives of the log-likelihood

function, stated in (C.14)-(C.22), yield (B.3). �

Proof of Lemma B.4: We choose αL, βL > 0 and νL > 2, and define ωL := min(ω0, ω)

and ωU := max(ω0, ω), and, likewise, γL := min(γ0, γ) and γU := max(γ0, γ). Using

Taylor expansions, it suffi ces to show that

sup
ωL≤ω≤ωU
γL≤γ≤γU

∥∥∥∥ 1
T 1/2

T∑
t=1

∂2lt(λ0,ω,γ)
∂λ∂ψ

∥∥∥∥ P→ 0 (B.9)

and

sup
λ∈N (λ0)

sup
ωL≤ω≤ωU
γL≤γ≤γU

∥∥∥∥ 1
T

T∑
t=1

∂3lt(θ)
∂λ∂λ′∂ψ

∥∥∥∥ P→ 0, (B.10)

for ψ = ω, γ. From (C.10),

sup
ωL≤ω≤ωU
γL≤γ≤γU

∣∣∣∂2lt(λ0,ω,γ)
∂α∂ω

∣∣∣ ≤ sup
ωL≤ω≤ωU
γL≤γ≤γU

1
2

∣∣∣∣1− (ν0+1)x2t /σ
2
t (λ0,ω,γ)

(ν0−2)+x2t /σ
2
t (λ0,ω,γ)

− (ν0+1)(ν0−2)x2t /σ
2
t (λ0,ω,γ)

[(ν0−2)+x2t /σ
2
t (λ0,ω,γ)]

2

∣∣∣∣
× sup

ωL≤ω≤ωU
γL≤γ≤γU

∣∣∣(∂σ2t (λ0,ω,γ)/∂α

σ2t (λ0,ω,γ)

)(
∂σ2t (λ0,ω,γ)/∂ω

σ2t (λ0,ω,γ)

)∣∣∣
≤ 1

2
(1 + 2 (ν0 + 1))ūαt(βL, βU)κ2[2 + (β0 − βL)u1t(β0, βL)]r1ωt,

where we have used Lemmas B.8 and B.10, and where ūαt(βL, βU) and κ2 are defined

in Lemma B.8 and r1ωt is defined in Lemma B.10. An application of Lemmas B.8 and

B.10 together with Jensen and Rahbek (2004a, Lemma 11) gives that

sup
ωL≤ω≤ωU
γL≤γ≤γU

T−1/2
T∑
t=1

∣∣∂2lt(λ0, ω, γ)/∂α∂ω
∣∣ P→ 0.
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Likewise,

sup
ωL≤ω≤ωU
γL≤γ≤γU

∣∣∣∂2lt(λ0,ω,γ)
∂α∂γ

∣∣∣ ≤ sup
ωL≤ω≤ωU
γL≤γ≤γU

1
2

∣∣∣∣1− (ν0+1)x2t /σ
2
t (λ0,ω,γ)

(ν0−2)+x2t /σ
2
t (λ0,ω,γ)

− (ν0+1)(ν0−2)x2t /σ
2
t (λ0,ω,γ)

[(ν0−2)+x2t /σ
2
t (λ0,ω,γ)]

2

∣∣∣∣
× sup

ωL≤ω≤ωU
γL≤γ≤γU

∣∣∣(∂σ2t (λ0,ω,γ)/∂α

σ2t (λ0,ω,γ)

)(
∂σ2t (λ0,ω,γ)/∂γ

σ2t (λ0,ω,γ)

)∣∣∣
≤ 1

2
(1 + 2 (ν0 + 1))ūαt(βL, βU)κ2[2 + (β0 − βL)u1t(β0, βL)] rγt

γ0
,

where rγt is defined in Lemma B.10. By arguments similar to the ones above,

sup
ωL≤ω≤ωU
γL≤γ≤γU

T−1/2
T∑
t=1

∣∣∂2lt(λ0, ω, γ)/∂α∂γ
∣∣ P→ 0.

Likewise, similar arguments can be applied to (C.11) and (C.12) in order to conclude

that (B.9) holds. Turning to the proof of (B.10), it holds by (C.23) that

sup
λ∈N (λ0)

sup
ωL≤ω≤ωU
γL≤γ≤γU

∣∣∣∂3lt(θ)∂α2∂ω

∣∣∣
≤ sup

λ∈N (λ0)

sup
ωL≤ω≤ωU
γL≤γ≤γU

∣∣∣∣ (ν+1)(ν−2)2x2t /σ
2
t (θ)

[(ν−2)+x2t /σ
2
t (θ)]

3 +
(ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)

+
(ν+1)(ν−2)x2t /σ

2
t (θ)

[(ν−2)+x2t /σ
2
t (θ)]

2 − 1

∣∣∣∣
× sup

λ∈N (λ0)

sup
ωL≤ω≤ωU
γL≤γ≤γU

(
∂σ2t (θ)/∂α

σ2t (θ)

)2 (
∂σ2t (θ)/∂ω

σ2t (θ)

)
,

≤
(

(νU+1)(νU−2)2

(νL−2)2
+ (νU + 1) + (νU+1)(νU−2)

(νL−2)
+ 1
)

×ū2
αt(βL, βU)κ2[2 + (β0 − βL)u1t(β0, βL)]r1ωt,

and, likewise,

sup
λ∈N (λ0)

sup
ωL≤ω≤ωU
γL≤γ≤γU

∣∣∣∂3lt(θ)∂α2∂γ

∣∣∣ ≤ (
(νU+1)(νU−2)2

(νL−2)2
+ (νU + 1) + (νU+1)(νU−2)

(νL−2)
+ 1
)

×ū2
αt(βL, βU)κ2[2 + (β0 − βL)u1t(β0, βL)] rγt

γ0
,

so another application of application of Lemmas B.8 and B.10 together with Jensen and

Rahbek (2004a, Lemma 11) yields that

sup
λ∈N (λ0)

sup
ωL≤ω≤ωU
γL≤γ≤γU

T−1
T∑
t=1

|∂3lt(θ)/∂α
2∂ψ| P→ 0.

Similar arguments applied to (C.24)-(C.28) yield (B.10). �
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B.3 Auxiliary Lemmas: tν-GARCH

Lemma B.5 Define

uαt :=
∞∑
j=1

β−1
0 z2

t−j

j∏
k=1

β0
α0z2t−k+β0

(B.11)

and

uβt :=
∞∑
j=1

β−1
0

j∏
k=1

β0
α0z2t−k+β0

. (B.12)

Then the sequences {uαt} and {uβt} are strictly stationary and ergodic,

0 ≤ ∂σ2t (θ0)/∂α

σ2t (θ0)
≤ uαt and 0 ≤ ∂σ2t (θ0)/∂β

σ2t (θ0)
≤ uβt,

and for any p ≥ 1

E[upαt] <∞ and E[upβt] <∞.

In particular,

E[uαt] = α−1
0 , E[u2

αt] = α−2
0 , E[uβt] = µ1

β0(1−µ1)
,

E[u2
βt] = (1+µ1)µ2

β20(1−µ1)(1−µ2)
, and E[uαtuβt] = µ1

α0β0(1−µ1)
,

where µi = E[(β0/(α0z
2
t + β0))i], i = 1, 2.

Under the nonstationarity condition (7),

∂σ2t (θ0)/∂α

σ2t (θ0)
− uαt

Lp→ 0 as t→∞, ∂σ2t (θ0)/∂β

σ2t (θ0)
− uβt

Lp→ 0 as t→∞,

1
T

T∑
t=1

[(
∂σ2t (θ0)/∂α

σ2t (θ0)

)2

− (uαt)
2

]
Lp→ 0, 1

T

T∑
t=1

[(
∂σ2t (θ0)/∂β

σ2t (θ0)

)2

− (uβt)
2

]
Lp→ 0,(

∂σ2t (θ0)/∂α

σ2t (θ0)

)(
∂σ2t (θ0)/∂β

σ2t (θ0)

)
− uαtuβt

Lp→ 0 as t→∞, (B.13)

and
1
T

T∑
t=1

[(
∂σ2t (θ0)/∂α

σ2t (θ0)

)(
∂σ2t (θ0)/∂β

σ2t (θ0)

)
− uαtuβt

]
Lp→ 0 (B.14)

for all p ≥ 1.

Proof of Lemma B.5: The results hold by arguments similar to the ones given

in the proofs of Lemmas 3 and 4 in Jensen and Rahbek (2004a)1. In particular, no-

tice that uαt and uβt are measurable functions of the strictly stationary and ergodic

1In Jensen and Rahbek (2004a, Proof of Lemma 4), the convergence in display (25), and in the

display immediately before, holds in probability in the case where the nonstationarity condition holds

with equality, see Theorem 2.1.a in Klüppelberg, Lindner, and Maller (2004). The conclusion of their

Lemma 4 is however still valid, since it is only needed that the convergence in (25) holds in L1. This

holds as
∏j
k=1(β0/(α0z

2
t−k + β0)− β

j
0ht−j/ht) is uniformly integrable.
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process {z2
t }, and due to the fact that uαt and uβt are integrable, they are almost

surely finite. Hence, {uαt} and {uβt} are strictly stationary and ergodic. For deriv-
ing the second-order moments of (uαt, uβt) it is used that uαt = α−1

0 a.s., see Jensen

and Rahbek (2004a, p.1218). The convergence in (B.13) and (B.14) hold by observ-

ing that [(∂σ2
t (θ0)/∂α)/σ2

t (θ0)][(∂σ2
t (θ0)/∂β)/σ2

t (θ0)]−uαtuβt = [(∂σ2
t (θ0)/∂α)/σ2

t (θ0)−
uαt][(∂σ

2
t (θ0)/∂β)/σ2

t (θ0)−uβt]+[(∂σ2
t (θ0)/∂α)/σ2

t (θ0)−uαt]uβt+[(∂σ2
t (θ0)/∂β)/σ2

t (θ0)−
uβt]uαt. �

Lemma B.6 Let

uαβt :=
∞∑
j=1

(j−1)β−1
0

z2t−j
α0z2t−j+β0

j−1∏
k=1

β0
α0z2t−k+β0

, and uββt := 2
∞∑
j=1

(j−1)β−2
0

j∏
k=1

β0
α0z2t−k+β0

.

Then the sequences {uαβt} and {uββt} are strictly stationary and ergodic,

0 ≤ ∂2σ2t (θ0)/∂α∂β

σ2t (θ0)
≤ uαβt and 0 ≤ ∂2σ2t (θ0)/∂β2

σ2t (θ0)
≤ uββt,

and for any p ≥ 1, E[upαβt] <∞ and E[upββt] <∞. Moreover, under the nonstationarity
condition (7), as t→∞, for all p ≥ 1,

∂2σ2t (θ0)/∂α/∂β

σ2t (θ0)
− uαβt

Lp→ 0 and ∂2σ2t (θ0)/∂β2

σ2t (θ0)
− uββt

Lp→ 0.

Proof of Lemma B.6: The proof follows by arguments similar to the ones given in

the proof of Lemma B.5. �

Lemma B.7 With a, b > 0, define

umt(a, b) = m
∞∑
j=1

aj−m
m−1∏
n=1

(j − n)
j∏

k=1

1
α0z2t−k+b

, m = 1, 2, 3, 4,

with the convention that
∏0

n=1 = 1. For any p ≥ 1 there exists βL and βU , βL < β0 <

βU , such that {umt(β0, βL)} and {umt(βU , β0)} are strictly stationary and ergodic with

E[upmt(β0, βL)] <∞ and E[upmt(βU , β0)] <∞.

Proof of Lemma B.7: See Jensen and Rahbek (2004a, Lemma 3). �

Lemma B.8 For a, b > 0, define

ūβt(a, b) = κ1[u1t(β0, a) + u1t(b, β0) + 1
2
(b− β0)u2t(b, β0)],
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ūββt(a, b) = κ1[u2t(β0, a) + u2t(b, β0) + 1
3
(b− β0)u3t(b, β0)],

ūβββt(a, b) = κ1[u3t(β0, a) + u3t(b, β0) + 1
4
(b− β0)u4t(b, β0)],

ūαt(a, b) = κ2[2 + (β0 − a)u1t(β0, a)]
∞∑
j=1

(
z2t−j

α0z2t−j+β0

) j−1∏
k=1

b
α0z2t−k+β0

,

ūαβt(a, b) = κ2[2 + (β0 − a)u1t(β0, a)]
∞∑
j=2

(j − 1)a−1
(

z2t−j
α0z2t−j+β0

) j−1∏
k=1

b
α0z2t−k+β0

,

ūαββt(a, b) = κ2[2 + (β0 − a)u1t(β0, a)]
∞∑
j=3

(j − 1)(j − 2)a−2
(

z2t−j
α0z2t−j+β0

) j−1∏
k=1

b
α0z2t−k+β0

,

where umt(a, b), m = 1, 2, 3, 4, is defined in Lemma B.7, and the constants κi, i = 1, 2,

are given by

κ1 = max(αU/α0,γU/γ0,ωU/ω0)
min(αL/α0,γL/γ0,ωL/ω0)

and κ2 = min(αL/α0, γL/γ0, ωL/ω0).

For any p ≥ 1, there exists a neighborhood, N (θ0), as in (B.2) such that

sup
θ∈N (θ0)

∂σ2
t (θ)/∂β

σ2
t (θ)

≤ ūβt(βL, βU), (B.15)

sup
θ∈N (θ0)

∂2σ2
t (θ)/∂β

2

σ2
t (θ)

≤ ūββt(βL, βU), (B.16)

sup
θ∈N (θ0)

∂3σ2
t (θ)/∂β

3

σ2
t (θ)

≤ ūβββt(βL, βU), (B.17)

sup
θ∈N (θ0)

∂σ2
t (θ)/∂α

σ2
t (θ)

≤ ūαt(βL, βU), (B.18)

sup
θ∈N (θ0)

∂2σ2
t (θ)/∂α∂β

σ2
t (θ)

≤ ūαβt(βL, βU), (B.19)

sup
θ∈N (θ0)

∂3σ2
t (θ)/∂α∂β

2

σ2
t (θ)

≤ ūαββt(βL, βU). (B.20)

and such that the process {ut}, where

ut := [ūβt(βL, βU), ūββt(βL, βU), ūβββt(βL, βU), ūαt(βL, βU), ūαβt(βL, βU), ūαββt(βL, βU)]′,

is ergodic with E[‖ut‖p] <∞.

Proof of Lemma B.8: First, observe that (B.15)-(B.17) andE[ūpβt(βL, βU)], E[ūpββt(βL, βU)],

E[ūpβββt(βL, βU)] <∞ follow by Lemma B.7 together with Jensen and Rahbek (2004a,

Lemmas 7 and 9). Next, notice that

∂σ2t (θ)/∂α

σ2t (θ)
=

∑t

j=1
βj−1x2t−j

σ2t (θ)
=

∑t

j=1
βj−1z2t−j σ̃

2
t−j(θ0)

σ2t (θ)
=

t∑
j=1

βj−1z2
t−j

σ̃2t−j(θ0)

σ2t (θ0)

σ2t (θ0)

σ2t (θ)
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=
t∑

j=1

βj−1z2
t−j

σ2t (θ0)

σ2t (θ)

j∏
k=1

σ̃2t−k(θ0)

σ̃2t−k+1(θ0)
=

t∑
j=1

βj−1z2
t−j

σ2t (θ0)

σ2t (θ)

j∏
k=1

σ̃2t−k(θ0)

ω0+(α0z2t−k+β0)σ̃2t−k(θ0)

≤
t∑

j=1

βj−1z2
t−j

σ2t (θ0)

σ2t (θ)

j∏
k=1

1
α0z2t−k+β0

=
t∑

j=1

(
σ2t (θ0)

σ2t (θ)

)
z2t−j

α0z2t−j+β0

j−1∏
k=1

β
α0z2t−k+β0

.

From Jensen and Rahbek (2004a, Lemmas 7 and 9), supθ∈N (θ0)
σ2t (θ0)

σ2t (θ)
≤ κ2[2 + (β0 −

βL)u1t(β0, βL)], and hence

sup
θ∈N (θ0)

∂σ2t (θ)/∂α

σ2t (θ)
≤ κ2[2 + (β0 − βL)u1t(β0, βL)]

t∑
j=1

(
z2t−j

α0z2t−j+β0

) j−1∏
k=1

βU
α0z2t−k+β0

≤ κ2[2 + (β0 − βL)u1t(β0, βL)]
∞∑
j=1

(
z2t−j

α0z2t−j+β0

) j−1∏
k=1

βU
α0z2t−k+β0

= ūαt(βL, βU).

Similar to Jensen and Rahbek (2004a, Proof of Lemma 3), it holds that for any p ≥ 1

there exits a βU > β0 such that

E
[(

βU
α0z2t−k+β0

)p]
< 1 and

z2t−j
α0z2t−j+β0

<
1

α0

a.s. (B.21)

Combining (B.21) with Lemma B.7 yields that for any p ≥ 1, there exists a neighbor-

hood N (θ0) such that E[ūpαt(βL, βU)] <∞. Similar arguments yield (B.19) and (B.20)
and E[ūpαβt(βL, βU)], E[ūpαββt(βL, βU)] < ∞. Lastly, ut is a measurable function of the
ergodic process {z2

t }, and due to the fact that ut is almost surely finite (element-wise),
we conclude that {ut} is ergodic. �

Lemma B.9 Under the nonstationarity condition (7),

E[(α0z
2
t + β0)−1] < 1.

Proof of Lemma B.9: Similar to the proof of Lemma A.8, and due to (7), it holds

that 1 ≤ exp(E[ln(α0z
2
t + β0)]) < E[α0z

2
t + β0] (= α0 + β0), where the strict inequality

holds by Jensen’s inequality and the fact that the exponential function is strictly convex

and that ln(α0z
2
t +β0) is non-degenerate. We then have that 1/E[α0z

2
t +β0] < 1, so by

an application of Jensen’s inequality for concave functions, E[(α0z
2
t + β0)−1] < 1. �

Lemma B.10 Under the nonstationarity condition (7), there exists a neighborhood,

N (θ0), as in (B.2) such that

sup
θ∈N (θ0)

∂σ2t (θ)/∂ω

σ2t (θ)
≤ κ2[2 + (β0 − βL)u1t(β0, βL)]r1ωt,

sup
θ∈N (θ0)

∂2σ2t (θ)/∂β∂ω

σ2t (θ)
≤ κ2[2 + (β0 − βL)u1t(β0, βL)]r2ωtt,
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sup
θ∈N (θ0)

∂3σ2t (θ)/∂β
2∂ω

σ2t (θ)
≤ κ2[2 + (β0 − βL)u1t(β0, βL)]r3ωtt

2,

sup
θ∈N (θ0)

∂σ2t (θ)/∂γ

σ2t (θ)
≤ κ2[2 + (β0 − βL)u1t(β0, βL)] rγt

γ0
,

sup
θ∈N (θ0)

∂2σ2t (θ)/∂β∂γ

σ2t (θ)
≤ κ2[2 + (β0 − βL)u1t(β0, βL)] rγt

β0γ0
t,

sup
θ∈N (θ0)

∂2σ2t (θ)/∂β∂γ

σ2t (θ)
≤ κ2[2 + (β0 − βL)u1t(β0, βL)] rγt

β0γ0
t(t− 1),

where κ2 is defined in Lemma B.8 and u1t(β0, βL) is defined in Lemma B.7. Moreover,

with i = 1, 2, 3,

riωt := γ−1
0

[
(βu − 1)−i

t∏
k=1

βu
α0z2t−k+β0

1(β0 ≥ 1) + (1− βu)−i
t∏

k=1

1
α0z2t−k+β0

1(β0 < 1)

]
and

rγt :=
t∏

k=1

βu
α0z2t−k+β0

,

satisfying

E[riωt] = γ−1
0 (βu − 1)−iρt, when β0 ≥ 1,

E[riωt] = γ−1
0 (1− βu)−iρt, when β0 < 1

E[rγt] = ρt,

with some ρ < 1.

Proof of Lemma B.10: The results follow from Jensen and Rahbek (2004a, Lemmas

7,9,12 and 13) and Lemma B.9. Notice that Lemma B.9 implies that Jensen and Rahbek

(2004a, Proposition 1) holds for p = 1, even when the nonstationarity condition (7) holds

with equality. Thereby it is easily concluded that riωt has exponentially decreasing mean

for the case where β0 < 1. �

C Likelihood Derivatives

With lt(θ) the log-likelihood contribution defined in (2), its first-, second-, and third-

order derivatives are given as follows.

C.1 First-order derivatives
∂lt(θ)
∂α

= 1
2

[
(ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)
− 1
]
∂σ2t (θ)/∂α

σ2t (θ)
, (C.1)
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∂lt(θ)
∂β

= 1
2

[
(ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)
− 1
]
∂σ2t (θ)/∂β

σ2t (θ)
, (C.2)

∂lt(θ)
∂ν

= ∂ ln γ(ν)
∂ν

− 1
2

ln
(

1 +
x2t /σ

2
t (θ)

ν−2

)
+ 1

2(ν−2)

[
(ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)
− 1
]
. (C.3)

C.2 Second-order derivatives

∂2lt(θ)

∂β2
= 1

2

[
1− (ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)
− (ν+1)(ν−2)x2t /σ

2
t (θ)

[(ν−2)+x2t /σ
2
t (θ)]

2

](
∂σ2t (θ)/∂β

σ2t (θ)

)2

+1
2

[
(ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)
− 1
]
∂2σ2t (θ)/∂β

2

σ2t (θ)
, (C.4)

∂2lt(θ)
∂α2

= 1
2

[
1− (ν+1)x2t /σ

2
t (θ)

(ν−2)+x2t /σ
2
t (θ)
− (ν+1)(ν−2)x2t /σ

2
t (θ)

[(ν−2)+x2t /σ
2
t (θ)]

2

](
∂σ2t (θ)/∂α

σ2t (θ)

)2

, (C.5)

∂2lt(θ)
∂ν2

= ∂2 ln γ(ν)
∂ν∂ν

+ 1
(ν−2)

x2t /σ
2
t (θ)

(ν−2)+x2t /σ
2
t (θ)
− 1

2(ν−2)2

[
(ν+1)x2t /σ

2
t (θ)
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C.3 Third-order derivatives
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