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Abstract

This paper presents the asymptotic theory for non-degenerate U-statistics of
high frequency observations of continuous It6 semimartingales. We prove uniform
convergence in probability and show a functional stable central limit theorem for
the standardized version of the U-statistic. The limiting process in the central
limit theorem turns out to be conditionally Gaussian with mean zero. Finally, we
indicate potential statistical applications of our probabilistic results.
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1 Introduction

Since the seminal work by Hoeffding [10], U-statistics have been widely investigated
by probabilists and statisticians. Nowadays, there exists a vast amount of literature
on the asymptotic properties of U-statistics in the case of independent and identically
distributed (i.i.d.) random variables or in the framework of weak dependence. We refer
to [18] for a comprehensive account of the asymptotic theory in the classical setting.
The papers [4, 5, 8] treat limit theorems for U-statistics under various mixing condi-
tions, while the corresponding theory for long memory processes has been studied for
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example in [6, 9]; see [11] for a recent review of the properties of U-statistics in var-
ious settings. The most powerful tools for proving asymptotic results for U-statistics
include the classical Hoeffding decomposition (see e.g. [10]), Hermite expansions (see
e.g. [6, 7]), and the empirical process approach (see e.g. [3]). Despite the activity of
this field of research, U-statistics for high frequency observations of a time-continuous
process have not been studied in the literature thus far. The notion of high frequency
data refers to the sampling scheme in which the time step between two consecutive
observations converges to zero while the time span remains fixed. This concept is also
known under the name of infill asymptotics. Motivated by the prominent role of semi-
martingales in mathematical finance, in this paper we present novel asymptotic results
for high frequency observations of Itd6 semimartingales and indicate some statistical
applications.

The seminal work of Jacod [12] marks the starting point for stable limit theorems
for semimartingales. Stimulated by the increasing popularity of semimartingales as
natural models for asset pricing, the asymptotic theory for partial sums processes of
continuous and discontinuous It6 semimartingales has been developed in [2, 13, 17];
see also the recent book [15]. We refer to [19] for a short survey of limit theorems for
semimartingales. More recently, asymptotic theory for It6 semimartingales observed
with errors has been investigated in [14].

The methodology we employ to derive a limit theory for U-statistics of continuous
[t6 semimartingales is an intricate combination and extension of some of the tech-
niques developed in the series of papers mentioned in the previous paragraph, and the
empirical process approach to U-statistics.

In this paper we consider a one-dimensional continuous It6 semimartingale of the
form

t t
Xy==x +/ asds +/ osdWs, t>0,
0 0

defined on a filtered probability space (2, F, (F¢)e>0,P) (which satisfies the usual as-
sumptions), where x € R, (as)s>0, (05)s>0 are stochastic processes, and W is a standard
Brownian motion. The underlying observations of X are

X, i=0,...,[nt],

and we are in the framework of infill asymptotics, i.e. n — oo. In order to present our
main results we introduce some notation. We define

A(d) = {i= (i1,...,i9) €NT: 1 <i) <iy<--- <ig < [nt]},
Zs = (Zsy, .., Zs,), s € RY,

where Z = (Z;)ier is an arbitrary stochastic process. For any continuous function
H :R? — R, we define the U-statistic U(H)} of order d as

U = (Z) S H(VRAX) (L1)

ic A} (d)



with A'X = Xj/,, — X(i-1)/n- For a multi-index i € N?, the vector i — 1 denotes

the multi-index obtained by componentwise subtraction of 1 from i. In the following

we assume that the function H is symmetric, i.e. for all = (z1,...,24) € R? and all

permutations 7 of {1, ..., d} it holds that H(rx) = H(z), where 7z = (z(1), - -, Tr(d))-
Our first result determines the asymptotic behavior of U(H )}

U(H)™ ™3 U(H), = / pou (H)ds,
0.4

where Z" ““% Z denotes uniform convergence in probability, i.e. supyeqo,r) 141" — Zt

50 for any 7' > 0, and

pos(H) = , H(ogu1,...,0s,uq)pqd(a)du (1.2)
R
with ¢4 denoting the density of the d-dimensional standard Gaussian law Ny (0,1,).
The second result of this paper is the stable functional central limit theorem

V(U (H)" - U(H)) =5 L,

where —% denotes stable convergence in law and the function H is assumed to be
even in each coordinate. The limiting process L lives on an extension of the original
probability space (£, F, (Ft)t>0,P) and it turns out to be Gaussian with mean zero
conditionally on the original o-algebra F. The proofs of the asymptotic results rely
upon a combination of recent limit theorems for semimartingales (see e.g. [12, 15, 17])
and empirical processes techniques.

The paper is organized as follows. In §3 we present the law of large numbers for the
U-statistic U(H ). The associated functional stable central limit theorem is provided
in §4. Furthermore, we derive a standard central limit theorem in §5 and give some
examples, which might be useful for statistical applications. Some technical parts of
the proofs are deferred to §6.

2 Preliminaries

We consider the continuous diffusion model
¢ ¢
X, ==x +/ asds +/ osdWs, t >0, (2.1)
0 0

where (as)s>0 is a caglad process, (0s)s>0 is a cadlag process, both adapted to the
filtration (F)s>0. Define the functional class C;f (R9) via

kEmpdy .— . Rd k(md .
Cy,RY) :={f:R* =R | f € C"(R") and all derivatives up to order k

are of polynomial growth}.



Note that H € CS(Rd) implies that p,, (H) < oo almost surely. For any vector y € R?
we denote by ||y|| its maximum norm; for any function f : R? — R, ||f||e denotes its
supremum norm. Finally, for any z # 0, ®, and ¢, stand for the distribution function
and density of the Gaussian law N(0, 22), respectively;®q denotes the Dirac measure at
the origin. The bracket [M, N] denotes the covariation process of two local martingales

M and N.

3 Law of large numbers

We start with the law of large numbers, which describes the limit of the U-statistic
U(H)} defined at (1.1). First of all, we remark that the processes (as)s>0 and (05— )s>0
are locally bounded, because they are both caglad. Since the main results of this
subsection (Proposition 3.2 and Theorem 3.3) are stable under stopping, we may assume
without loss of generality that:

The processes a and o are bounded in (w,t). (3.1)

A detailed justification of this statement can be found in [2, §3].
We start with the representation of the process U(H)} as an integral with respect
to a certain empirical random measure. For this purpose let us introduce the quantity

aj = \/ﬁauA?VV, j €N, (3.2)

which serves as a first order approximation of the increments \/EA?X . The empirical
distribution function associated with the random variables
(@7 )1<j<ny is defined as

[nt]
1
Fo(t, ) 1= — > Lior<sy  TER, £20. (3.3)
j=1

Notice that, for any fixed t > 0, Fy,(¢,-) is a finite random measure. Let U(H)? be the

U-statistic based on o'’s, i.e.

oue=(}) X Hei (3.4

The functional U/™(H) defined as
) = [ HOFS(t, ), (35)
R4

where
F2U(t, dx) := Fy(t,dxy) - - Fy(t, dzg),



is closely related to the process U (H)p; in fact, if both are written out as multiple

sums over nondecreasing multi-indices then their summands coincide on the set A} (d).
They differ for multi-indices that have at least two equal components. However, the
number of these diagonal multi-indices is of order O(n?~1). We start with a simple
lemma, which we will often use throughout the paper. We omit a formal proof since it
follows by standard arguments.

Lemma 3.1. Let Z,,7Z : [0,T] x R™ — R, n > 1, be random positive functions such
that Zy,(t,-) and Z(t,-) are finite random measures on R™ for any t € [0,T]. Assume
that

Zn(-,x) =8 Z (-, %),

for any fized x € R™, and sup,cpo 1) xerm Z(t,X), SUPycpo 1) xcrm Zn(t,X), n > 1, are
bounded random wvariables. Then, for any continuous function @@ : R™ — R with
compact support, we obtain that

Q(X)Zy (-, dx) =8 Q(x)Z(-,dx).
R™ Rm

The next proposition determines the asymptotic behavior of the empirical distri-
bution function F},(¢,z) defined at (3.3), and the U-statistic U/™(H) given at (3.5).

Proposition 3.2. Assume that H € CS(Rd). Then, for any fired x € R, it holds that

t
Fo(t,z) =8 F(t,z) :== / O, (z)ds. (3.6)
0
Furthermore, we obtain that
UM (H) "3 U(H); = / pou(H)ds, (3.7)
[0,¢]¢

where the quantity p,,(H) is defined at (1.2).

Proof. Recall that we always assume (3.1) without loss of generality. Here and through-
out the paper, we denote by C' a generic positive constant, which may change from line
to line; furthermore, we write C), if we want to emphasize the dependence of C' on an
external parameter p. We first show the convergence in (3.6). Set £ = n_lll{a;,zgx}.
It obviously holds that

[ni] [nt]

Y BT = Y @, @) S5 F(ta),

j=1 J=1
for any fixed = € R, due to Riemann integrability of the process ¢. On the other hand,

we have for any fixed x € R

[nt] [nt]

n 1 P
> E(lg; \2].7-“%] =~ > @y, (x) — 0.
j=1 j=1 "



This immediately implies the convergence (see [15, Lemma 2.2.11, p. 577])

] ]

Falt,2) = I IFim) = 3 (6 ~BIEIF]) 50,
j=1

j=1
which completes the proof of (3.6). If H is compactly supported then the convergence
in (3.7) follows directly from (3.6) and Lemma 3.1.
Now, let H € CJ(R%) be arbitrary. For any k € N, let Hy € C)(R?) be a function
with Hy, = H on [k, k]? and Hy = 0 on ([~k — 1,k + 1]9)¢. We already know that
U™(Hy) = U(Hy),

for any fixed k, and U(Hy) — U(H) as k — oo. Since the function H has polynomial
growth, i.e. |H(x)| < C(1+ ||x]|?) for some ¢ > 0, we obtain for any p > 0

E[[H (")) < GE[(1 + [[og[|*)] < Gy (3.8)

uniformly in i, because the process o is bounded. Statement (3.8) also holds for Hy.
Recall that the function H — Hj, vanishes on [k, k]. Hence, we deduce by (3.8) and
Cauchy-Schwarz inequality that

—1

n n 1/2

Blsw 07 - H)I<C(5) X (Bl e L o)
te[0,T] 1< .esig<[nT]

< Cr sup (E[l — <I>(,s(k)])1/2 —0
s€[0,T]

as k — oo. This completes the proof of (3.7). O
Proposition 3.2 implies the main result of this section.

Theorem 3.3. Assume that H € CJ(R?). Then it holds that

UGH) =5 U)o [ ()i (3.9)

[0,]¢
where the quantity p,,(H) is defined at (1.2).
Proof. In §6 we will show that
UH)" —U(H)" ““% 0, (3.10)

where the functional U(H)™ is given at (3.4). In view of Proposition 3.2, it remains
to prove that U(H)} — U/"(H) ==% 0. But due to the symmetry of H and estimation
(3.8), we obviously obtain that

E[ sup |U(H)} — U(H)|] < — — 0,

t€[0,T n

since the summands in U (H)} and U/"(H) are equal except for diagonal multi-indices.
O



Now, let us give an illustrative example, which highlights a potential application of
Theorem 3.3 in statistics.

Example 3.4. Let d = 2 and let H : R? = R be the symmetric function given by
1 1
H(z,y) = =zt + -yt — 2222
3 3
Then Theorem 3.3 applied to the U-statistic U(H)} reads as

—1
n u.c.p. 2
U(H)} = <2) > H(nAPX) ™3 U(H), = / . <a§1 _032) dsydss.
ic AP (2 )

) [0

The stochastic process U(H); can be interpreted as a measure of the homoscedasticity
of the volatility process o2 on the interval [0,¢], since U(H); = 0 if and only if o2 is
a.s. constant for (Lebesgue-) almost all u € [0,¢]. More generally, we may consider a
whole class of such homoscedasticity measures given by

-1
n we.p. k
UH); = <2> S HAAIX) S U(H), = / (0% ~02,) dsidsy
i€ AR (2) [0.4)2
for k € 2N which correspond to the functions

k

k T _
H(x, y) = Z (l) (_1)lm2llm2(}c_l)x2(k l)y2l
1=0
where m,, is the p-th absolute moment of AV/(0,1). O

Remark 1. The result of Theorem 3.3 can be extended to weighted U-statistics of the
type
-1
U(H; X)) = (Z) > H(Xii:v/nAfX). (3.11)
i€ A7 (d)
Here, H : R? x R — R is assumed to be continuous and symmetric in the first and
last d arguments. Indeed, similar methods of proof imply the u.c.p. convergence

UGHSX) =5 UH X = [ pra(H: Xo)ds,
(0,¢]
with
Pos(H; Xg) := ) H(Xs;04,u1,...,05,uq)pq(u)du.
R

It is not essential that the weight process equals the diffusion process X. Instead, we
may consider any k-dimensional (F;)-adapted It6 semimartingale of the type (2.1). We
leave the details to the interested reader. O



Remark 2. The result of Theorem 3.3 can be applied to local estimation problems. For
instance, the right continuity of o and the mean value theorem imply that

(liz) S HWAALX) = po,o, (H),

i€ Ay, (d)

where A7, (d) := {i € Ne . [nt] <idy <ipg < - <ig < [(n+ ky)t]} and k, is an
arbitraryéequence with k, — oo and k,/n — 0. Using this asymptotic result in the
case d = 2 and H(x,y) = |x —y|, we obtain the Gini’s mean difference estimator of the
local variability of the process X.

We remark that due to the restriction H & CS(Rd), which is essential for the
approximation techniques that we use in the proof of Theorem 3.3, not every classical
statistical method can be applied to high frequency observations of continuous Ito
semimartingales. For instance, the non-symmetric function H(x,y) = Lyz<y}, which
is key to the Wilcoxon one-sample statistic and could be potentially used for testing
structural breaks in the o component, does not satisfy the above requirement. O

4 Stable central limit theorem

In this section we present a functional stable central limit theorem associated with the
convergence in (3.9).

4.1 Stable convergence

The concept of stable convergence of random variables has been originally introduced
by Renyi [20]. For properties of stable convergence, we refer to [1, 19]. We recall
the definition of stable convergence: Let (Y, )nen be a sequence of random variables
defined on (Q, F,P) with values in a Polish space (E,&). We say that Y;, converges

stably with limit Y, written Y, N Y, where Y is defined on an extension (£, 7', P’)
of the original probability space (€2, F,P), if and only if for any bounded, continuous
function g and any bounded F-measurable random variable Z it holds that

Elg(Y,)Z] — E'[g(Y)Z], n — oo. (4.1)

Typically, we will deal with £ = ID([0,T],R) equipped with the Skorohod topology, or
the uniform topology if the process Y is continuous. Notice that stable convergence is a
stronger mode of convergence than weak convergence. In fact, the statement Y, Ly

is equivalent to the joint weak convergence (Y, 7) 4, (Y, Z) for any F-measurable
random variable Z; see e.g. [1].



4.2 Central limit theorem

For the stable central limit theorem we require a further structural assumption on the
volatility process (05)s>0. We assume that o itself is a continuous Ité6 semimartingale:

t t t
o = oo + / asds +/ osdW +/ Vsd Vs, (4.2)
0 0 0

where the processes (as)s>0, (Gs)s>0, (0s)s>0 are cadlag, adapted and V' is a Brownian
motion independent of W. This type of condition is motivated by potential applica-
tions. For instance, when oy = f(X;) for a C2-function f, then the It6 formula implies
the representation (4.2) with © = 0. In fact, a condition of the type (4.2) is nowadays
a standard assumption for proving stable central limit theorems for functionals of high
frequency data; see e.g. [2, 13]. Moreover, we assume that the process o does not
vanish, i.e.

os#0 for all s € [0,7]. (4.3)

We believe that this assumption is not essential, but dropping it would make the fol-
lowing proofs considerably more involved and technical. As in the previous subsection,
the central limit theorems presented in this paper are stable under stopping. This
means, we may assume, without loss of generality, that

The processes a,0,0~!,ad,5 and © are bounded in (w, ). (4.4)

We refer again to [2, §3] for a detailed justification of this statement.
We need to introduce some further notation to describe the limiting process. First,
we will study the asymptotic properties of the empirical process

nf]
Gn(t,z) == % Z <]]-{a?§:v} - (bo'j%l (x)>’ (4.5)
j=1

where o is defined at (3.2). This process is of crucial importance for proving the
stable central limit theorem for the U-statistic U(H)}. We start with the derivation of
some useful inequalities for the process G,,.

Lemma 4.1. For any even number p > 2 and z,y € R, we obtain the inequalities

E[ sup |G,(t,2)P] < Crpo(x), (4.6)
t€[0,T]

E[ sup [Gy(t,z) — Gu(t,y)|"] < Crplz —yl, (4.7)
te[0,7

where ¢ : R — R is a bounded function (that depends on p and T ) with exponential
decay at £oo.



Proof. Recall that the processes o and o~ ! are assumed to be bounded. We begin with
the inequality (4.6). Note that, for any given x € R, (G (t,)):cjo,r) 15 an (Fjng/n)-
martingale. Hence, the discrete Burkholder inequality implies that

]

with (7' = nfl(]l{aysx} — P51y (7))2. Recalling that p > 2 is an even number und

[nT]

Bl 160 < O | 1"

applying the Holder inequality, we deduce that

[nT] /2 [nT]
g om™ Y My — 0oy @)
j=1 j=1 "
[nT] p
= Crn~! ZZ ( > au( )l{aygx}-
7=1 k=0

Thus, we conclude that

E[ sup [Gn(t, 2)[P] < Crp sup E[®q, (z)(1 — Oo, (2))] =: Crpo(z),
te[0,T] s€[0,T]

where the function ¢ obviously satisfies our requirements. This completes the proof of
(4.6). By exactly the same methods we obtain, for any = > y,

E[ sup |Gn(t, ) =Gyp(t,y)["] < Crp sup E[(Pq, () = o, (1)) (1= (D0, () = Py, (y)))"]
te[0,7) s€[0,7]

Since o and ¢! are both bounded, there exists a constant M > 0 such that

sup [ ®q, (2) = @0, (y)| < |2 — | sup P2 (r)-
sel0,7] M-1<2<My<r<z
This immediately gives (4.7). O

Our next result presents a functional stable central limit theorem for the process

Gy, defined at (4.5).
Proposition 4.2. We obtain the stable convergence
Gu(t,z) <5 G(t,z)

on D([0,T]) equipped with the uniform topology, where the convergence is functional in
t € [0,T] and in finite distribution sense in x € R. The limiting process G is defined on
an extension (', F',P") of the original probability space (Q, F,P) and it is Gaussian
conditionally on F. Its conditional drift and covariance kernel are given by

EIG(.a)\F) = [ B @)V
E/[G(tl,ﬂjl)G(tQ,,IQ”]:] - E/[G(tl,$1)|]:]E/[G(t2,$2)|]:] ==

t1A\t2 _
/ By (21 A 22) — By (1)Py, (2) — B, (1) B, (2)ds,
0

10



where @, (z) = E[V1y<z] with V ~ N(0,1).

Proof. Recall that due to (4.4) the process o is bounded in (w,t). (However, note that
we do not require the condition (4.2) to hold.) For any given x1,...,z; € R, we need
to prove the functional stable convergence

Gn(71), - Gy z1)) =5 (G(,21), - .., G-, m3)).
We write G,,(t,z;) = zgn:ﬂl X7, with
n 1
X = %<ﬂ{a?§xl} - CI)U% (xl))7 1<i<k.

According to [16, Theorem IX.7.28] we need to show that

[nt] "

> BT 5 [ (o aw) - )00 o) s, (08)
j=1 ! 0

[nt] b t

S BN AIWI|Fim] — / B, (2)ds, (4.9)
j=1 ! 0

[n] .

ZEHX?J\Ql{‘XWX}\}"%] — 0, foralle>0, (4.10)
j=1

(] :

ZE[X;{[A?N]}“%] — 0, (4.11)
j=1

where 1 < r,l < d and the last condition must hold for all bounded continuous mar-
tingales N with [W, N] = 0. The convergence in (4.8) and (4.9) is obvious, since ATW
is independent of o(;_1)/,. We also have that

[nt] [nt]

ZE[|X?,1|21{|XZZ|>5}|fJ;1] <eg? ZE[|X?,1|4|}"@] <COn™ 1,
which implies (4.10). Finally, let us prove (4.11). We fix [ and define M, := E[x][F.]
for u > (j — 1)/n. By the martingale representation theorem we deduce the identity
u
Mu :Mﬂ —|—/ L nSdWS
n J1—

n

for a suitable predictable process 1. By the 1t isometry we conclude that
E[x} A} N|Fima] = E[M; AFN|Fia] = E[ATMA}N|Fia] = 0.

This completes the proof of Proposition 4.2. O

11



We suspect that the stable convergence in Proposition 4.2 also holds in the func-
tional sense in the = variable. However, proving tightness (even on compact sets) turns
out to be a difficult task. In particular, inequality (4.7) is not sufficient for showing
tightness.

Remark 3. We highlight some probabilistic properties of the limiting process G defined
in Proposition 4.2.

(i) Proposition 4.2 can be reformulated as follows. Let z1,...,xp € R be arbitrary
real numbers. Then it holds that

(Gnlm).een Gula)) 5 [ oW+ [ wllZaw;
0 0

where W' is a k-dimensional Brownian motion independent of F, and v and w
are R¥-valued and R¥**-valued processes, respectively, with coordinates

wgl = O, (7, N1y) — Po, (21)Po, (71) — 6Us (xr)gas (1),

for 1 < r,l < k. This type of formulation appears in [16, Theorem IX.7.28]. In
particular, (G(-, x;))1<i<k is a k-dimensional martingale. O

(ii) It is obvious from (i) that G is continuous in ¢. Moreover, G is also continuous in
x. This follows from Kolmogorov’s criterion and the inequality (y < x)

EG(t ) — G(t,y)I"]

< CpE[(/Ot {q)as (7) = @0, (y) — (o, () — Do, (y))Q}ds)
< Cylz —y)?,

p/Q]

for any p > 0, which follows by the Burkholder inequality. In particular, G(t, )
has Hoélder continuous paths of order 1/2 — ¢, for any € € (0,1/2). O

(iii) A straightforward computation (cf. (4.6)) shows that E[supcjo G(t,r)? has
exponential decay as © — +o0o. Hence, for any function f € C’;(R), we have

[ s <. as.

If f is an even function, we also have that

/Rf(x) G(t,dx) /f G(t,dx) — E'[G(t, dz)|F)),

N

12
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and, for any z > 0,

[ 1adn) = [ ap(@)e.@de =0
R R
because fy, is an even function. The same argument applies for z < 0. Further-

more, the integration by parts formula and the aforementioned argument imply
the identity

4l

/Rf(x)G(t,dx)‘Q\}"]
= [ ([ 5@ (202 10) = )00, )y ) s

We remark that, for any z # 0, we have
varlf(V)] = [ 5@)f () (B0 A y) = @-(2)®:(y) ) drdy

with V ~ N(0, 22). O

Now, we present a functional stable central limit theorem of the U-statistic U;"(H)
given at  (3.5), which is  based on the approximative quantities
(a?)lgjg[nt] defined at (3.2).

Proposition 4.3. Assume that the conditions (4.2), (4.3), and (4.4) hold. Let H €
C; (RY) be a symmetric function that is even in each (or, equivalently, in one) argument.
Then we obtain the functional stable convergence

Va(U™H) - U(H)) =5 L, (4.12)
where

Li=d | H(zi,...,zq)G(t,dz1)F(t,dxg)--- F(t,dzg). (4.13)
R4

The convergence takes place in D([0,T]) equipped with the uniform topology. Further-
more, G can be replaced by G — E'[G|F] without changing the limit and, consequently,
L is a centered Gaussian process, conditionally on F.

Proof. First of all, we remark that

/RH(M, o 2B [G(t, dx1)|F] = 0
follows from Remark 3(iii). The main part of the proof is divided into five steps:
(i) In §6.3 we will show that under condition (4.2) we have

vn <U(H)t - H(X)Ffd(t,dx)> Ly (4.14)

R4
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with

Fo(t,z) ==Y ®,_, (x).
Thus, we need to prove the stable convergence L™ S L for

L= +/n (Ug"(H) - H(X)Ffd(t,dx)> . (4.15)

Rd

Assume that the function H € C*(R?) has compact support. Recalling the definition
(4.5) of the empirical process G,,, we obtain the identity

-1

d
Lt = Z n(tydzy) ] Fultodem) [] Falt,den).

m=1 m=I[+1

In step (iv) we will show that both F,(¢,dw,,) and F,(t,dz,,) can be replaced by
u.c.p.

F(t, dx,,) without affecting the limit. In other words, L™ — L'™ = 0 with

L= Z n(t,dzy) T] F(t, dam).

m#l
But, since H is symmetric, we readily deduce that
d
L =d (H(x)Gy(t, dxy) 11 7t dam).
R m=2

The random measure F'(¢,z) has a Lebesgue density in z due to assumption (4.3),
which we denote by F'(t,x). The integration by parts formula implies that

d
LP=—d | 0HX)G(t,z1) [ F'(t, 2m)dx,

R4 m=2

where 0;H denotes the partial derivative of H with respect to x;. This identity com-
pletes step (i).

(i) In this step we will start proving the stable convergence L™ Ny (the function
H e Cl(Rd) is still assumed to have compact support). Since the stable convergence
G, L G does not hold in the functional sense in the z variable, we need to overcome
this problem by a Riemann sum approximation. Let the support of H be contained
n [—k, k]d. Let —k = z9 < --- < z; = k be the equidistant partition of the interval
[—Fk, k]. We set

d
Q(t, .%'1) = / 31H(.%’1, e ,md) H F’(t, xm)d.%'g Ce dwd,
Rd—-1

m=2

14



and define the approximation of L} via

L1 :_TZ (t,2;)Gp(t, zj).
Proposition 4.2 and the properties of stable convergence imply that

<Q("Zj)’Gn(',Zj)>0§j§l S—t> (Q("Zj)’G(',Zj»Ogjgl.

Hence, we deduce the stable convergence

L) L) =25 30 D Q)

as n — oo, for any fixed [. Furthermore, we obtain the convergence
L) =3 L
as | — oo, where we reversed all above transformations. This convergence completes

step (ii).

(iii) To complete the proof of the stable convergence L™ N L, we need to show
that

lim limsup sup |L*(1) — L}"| =0,

l=00 n—oo te0,7)

where the limits are taken in probability. With h = [/2k we obtain that

200 = 1) = d| [ { Q. eh)/m)G (e [h)/) = Q1. 2)G, () o

Observe that

T
sup |F'(t, )| :/ Oo,(T)ds <T  sup (), (4.16)
te[0,T] 0 M-1<z<M

where M is a positive constant with M~! < |o| < M. Recalling the definition of
Q(t,z) we obtain that

sup |Q(t,x)| < Cp, sup [Q(t,z) — Q(t, [zh]/h)| < Crn(h™"), (4.17)
te[0,7) te[0,7

where 1(¢) = sup{|01H (y1) — 01H(y2)| : [ly1 —y2l <&, y1.y2 € [k, k]"} denotes
the modulus of continuity of the function 9y H. We also deduce by Lemma 4.1 that

E[tes[tépT ] Gn(t, z)|P] < Cr, (4.18)
E[ sup |Gy (t,z) — Gu(t, [xh]/h)|P] < Crh™ Y, (4.19)

te[0,7)

15



for any even number p > 2. Combining the inequalities (4.17), (4.18) and (4.19), we
deduce the convergence

lim limsup E[ sup |L/*(I) — L}*|] =0

l=o0 n—oo  te[0,T]

using that Q(¢,-) has compact support contained in [—k, k]. Hence, L™ =L I and we
are done.

(iv) In this step we will prove the convergence
L — "%

This difference can be decomposed into several terms; in the following we will treat a
typical representative (all other terms are treated in exactly the same manner). For
[ < d define

-1 d—1
R 1) == RdH(x)Gn(t,dxl) I Bt dem) ] Fultsdam)[Fnlt, deg) — F(t, dzg)).
m=1 m=Il+1

Now, we use the integration by parts formula to obtain that

Ry (1) = /[R Ny (b, 22)Go (1, 21) s,

where
-1 d—1
Np(t,2) = / OHx) [[ Fult.dem) [[ Fult,dem)Fu(t,dzg) — F(t, dag)).
Rd=1 m=1 m=Il+1

As in step (iii) we deduce for any even p > 2,

E[ sup |Gp(t,x;)|P] < Cp, E[ sup |[N,(t,z)P] < Cp.
te[0,T] te[0,T]

Recalling that the function H has compact support and applying the dominated con-
vergence theorem, it is sufficient to show that

Nn('7 xl) ‘ﬂ) 07
for any fixed x;. But this follows immediately from Lemma 3.1, since
Fn(ax)]ﬂ)F(wx)a Fn(wx)‘ﬂ)F(ax)?

for any fixed € R, and J;H is a continuous function with compact support. This
finishes the proof of step (iv).

(v) Finally, let H € C’;(Rd) be arbitrary. For any k € N, let Hy € C’;(Rd) be a

16



function with Hj, = H on [—k,k]? and Hj, = 0 on ([—k — 1,k + 1]%)°. Let us denote
by L} (H) and L;(H) the processes defined by (4.15) and (4.13), respectively, that are
associated with a given function H. We know from the previous steps that

L"(Hy) — L(Hy)
as n — oo, and L(Hy) =53 L(H) as k — co. So, we are left to proving that

lim limsup sup |Ly(Hy) — LY (H)| =0,

k=00 n—oo tef0,T]
where the limits are taken in probability. As in steps (ii) and (iii) we obtain the identity

Ly (Hy) — Li'(H)

d -1 d
=> | 0H - H)X)Gn(t,z)dz; [[ Fult,dem) [[ Falt.doym)
=1 /R? m=1 m=l+1

d
= > Q'(k).
=1

We deduce the inequality

[nt]
|Ql(k)?| <p (=D Z /Rd—z+1|al(H_ Hip)(ag,, o aq w0, 2q)

W11 =1
d
-/
< |Gu(t,z)| [] Fot,zm)day ... dug.
m=Il+1
We remark that 0;(Hy — H) vanishes if all arguments lie in the interval [—k, k|. Hence,

[nt]

QM (k)P| < n—0=1 Z /}Rdl+1 |0y(H — H)(y s 0q 5@, %)

i1,ei_1=1

-1 d d
X < Z H{W?mbk} + Z 1{\xm\>k}) |G (t, xp)] H F/n(t,xm)dml coodxg.
m=1

m=l m=[+1

Now, applying Lemma 4.1, (3.8), (4.16) and the Cauchy-Schwarz inequality, we deduce
that

d 1/2
Blswp (QFN<Cr [ (=1 s (1= 00) + 3 U o)
m=l

t€[0,T] “l<a<Mm
d
X (xy, ..., xq)p(xr) H sup  @u(xy)dry ... dzg,
m=ly1 M1 <z<M

17



for some bounded function ¢ with exponential decay at +oo and a function ¥ €
CS(Rd_Hl). Hence

d

[t was@) TI s oulon)dar...dsg < o
Rd—i+1 m=i41 M~1<z<M

and we conclude that
lim limsupE[ sup |Q'(k)?(] = 0.

k=0 n—oo  tef0,T7

This finishes step (v) and we are done with the proof of Proposition 4.3. O

Notice that an additional F-conditional bias would appear in the limiting process L
if we would drop the assumption that H is even in each coordinate. The corresponding
asymptotic theory for the case d = 1 has been studied in [17]; see also [12].

Remark 4. Combining limit theorems for semimartingales with the empirical distribu-
tion function approach is probably the most efficient way of proving Proposition 4.3.
Nevertheless, we shortly comment on alternative methods of proof.

Treating the multiple sum in the definition of U™ (H) directly is relatively compli-
cated, since at a certain stage of the proof one will have to deal with partial sums of
functions of o weighted by an anticipative process. This anticipation of the weight
process makes it impossible to apply martingale methods directly.

Another approach to proving Proposition 4.3 is a pseudo Hoeffding decomposi-
tion. This method relies on the application of the classical Hoeffding decomposition to
U'™(H) by pretending that the scaling components O(i—1)/n are non-random. However,
since the random variables o are not independent when the process o is stochastic,
the treatment of the error term connected with the pseudo Hoeffding decomposition
will not be easy, because the usual orthogonality arguments of the Hoeffding method
do not apply in our setting. O

Remark 5. In the context of Proposition 4.3 we would like to mention a very recent work
by Beutner and Zahle [3]. They study the empirical distribution function approach to
U- and V-statistics for unbounded kernels H in the classical i.i.d. or weakly dependent
setting. Their method relies on the application of the functional delta method for quasi-
Hadamard differentiable functionals. In our setting it would require the functional
convergence

Gn(t7 ) 5_t> G(ta ')7

where the convergence takes place in the space of cadlag functions equipped with the
weighted sup-norm [|f||x := super |(1 + |2|)f(x)| for some A > 0. Although we
do not really require such a strong result in our framework (as can be seen from the
proof of Proposition 4.3), it would be interesting to prove this type of convergence for
functionals of high frequency data; cf. the comment before Remark 3. U

To conclude this section, we finally present the main result: A functional stable
central limit theorem for the original U-statistic U(H)".

18



Theorem 4.4. Assume that the symmetric function H € C; (RY) is even in each (or,
equivalently, in one) argument. If o satisfies conditions (4.2) and (4.3), we obtain the
functional stable central limit theorem

Jn <U(H)” - U(H)) Ny (4.20)

where the convergence takes place in D([0,T]) equipped with the uniform topology and
the limiting process L is defined at (4.13).

Proof. In §6.2 we will show the following statement: Under condition (4.2) it holds
that

ValU(H)" — U(H)"| “% 0. (4.21)

In view of Proposition 4.3, we are left to proving that /n|U(H)P — U/*(H)| “=% 0.
But due to the symmetry of H, we obtain as in the proof of Theorem 3.3

~ C
E[ sup [U(H)} ~ U"(H)|| <~
te[0,T] n
This finishes the proof of Theorem 4.4. O

We remark that the stable convergence at (4.20) is not feasible in its present form,
since the distribution of the limiting process L is unknown. In the next section we will
explain how to obtain a feasible central limit theorem that opens the door to statistical
applications.

5 Estimation of the conditional variance

In this section we present a standard central limit theorem for the U-statistic U(H)}.
We will confine ourselves to the presentation of a result in finite distributional sense.
According to Remark 3 (iii) applied to

fi(z):=d H(x,xo...,xq)F(t,dxs) - F(t,dzg),
Rd-1

the conditional variance of the limit L, is given by

v = [ ([ e ([ i wis)”) as

Hence, the random variable L; is non-degenerate when
Var(E[H(xlUl, R ,ded)‘UlD > 0, (Ul, e Ud) ~ Nd(O, Id),

forall x1,...,zq € {os] s € A C[0,t]} and some set A with positive Lebesgue measure.
This essentially coincides with the classical non-degeneracy condition for U-statistics
of independent random variables.
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We define the functions G : R4 5 R and Gy : R2 x R24-2 4 R by

Gi(x) =
Go(x;y) =

(ml,mg...,md)H(ml,derl,...,mgd,l), (5.1)

H
H('Ilayla cee ayd—l)H(x2ayda cee 7y2d—2)7

respectively. Then V; can be written as

Vi = 42 /[0 ot Pos (Gl)dS

t
[ ] pe(Galorians s, (1), (r2)dn dis da ds
[0,4]2¢-2J0 JRJR

We denote the first and second summand on the right hand side of the preceding equa-
tion by Vi; and Va4, respectively. Let Gi denote the symmetrization of the function
G1. By Theorem 3.3 it holds that

Vi = d2U(Gh)P ™5 dPU(G1) = Vi

The multiple integral V5 is almost in the form of the limit in Theorem 3.3, and it is
indeed possible to estimate it by a slightly modified U-statistic as the following propo-
sition shows. The statistic presented in the following proposition is a generalization of
the bipower concept discussed e.g. in [2] in the case d = 1.

Proposition 5.1. Assume that H € CS(Rd). Let

n d? n \ !
Vo= <2d - 2> D

ic AP (2d—2)

[nt]—1
X Y Ga(VnATX, VAL X VRALX, . VAL, LX),
j=1

where Gy denotes the symmetrization of Gy with respect to the y-values, that is

1

Ga(x;y) = @d—2) ZW:G2(X; TY),
forx € R?, y € R?2 qnd where the sum runs over all permutations of {1,...,2d—2}.
Then

Proof. The result can be shown using essentially the same arguments as in the proofs
of Proposition 3.2 and Theorem 3.3. We provide a sketch of the proof. Similar to (3.4)
we define

_ d2 n —1 [nt]—1 _
Vo = Z<2d—2> > 2 Galefafiag, . al, ),
icAr(2d—2) j=1
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where o\ | == \/no i1 A} W. Analogously to (3.5) we introduce the random process

Vil i= / Ga(x;y) Fu(t, dx) F2C42) (¢, dy),
R2d 2 ]R2

where
B 1 [nt]—1

Fn(taxlaxQ) = E Zl l{a"<ml}]]-{o¢ (<o}
j=
Writing out VQ”} as a multiple sum over nondecreasing multi-indices in the y argu-

(n2d73)

ments, one observes as before that V3 and V3, differ in at most O summands.

Therefore, using the same argument as in the proof of Theorem 3.3
Vi — Vi =%

For any fixed x,y € R it holds that

~ ~ t
F.(t,z,y) =3 F(t,z,y) == / D, ()P, (y)ds.
0

This can be shown similarly to the proof of Proposition 3.2 as follows. Let =

nt ]l{Oé;LSl'l} ]l{a;yjrlng}. Then,

[nt]—1 [nt]—1

n 1 u.c.p. 14
Z E[gj |]:%] = E Z q)og (xl)q)ag ($2) = F(t’x,y)'
=1 =1 ! !

On the other hand, we trivially have that Z[m] ! [|£"| | Fiz1 1] N 0, for any fixed t >

0. Hence, the Lenglart’s domination property (see [16, p. 35]) implies the convergence

[nt]—1

Z (& -~ Elg1Fi]) =3 o,

which in turn means that F,(t,z,y) "3 F(t,z,y).

We know now that VQ’Q converges to the claimed limit if G5 is compactly supported.
For a general Go with polynomial growth one can proceed exactly as in Proposition
3.2. To conclude the proof, one has to show that Vo — Vz”g 2R 0. This works exactly
as in §6.1. U

The properties of stable convergence immediately imply the following theorem.

Theorem 5.2. Let the assumptions of Theorem 4.4 be satisfied. Let t > 0 be fized.
Then we obtain the standard central limit theorem

Vn(U(H)} —U(H)) 4 N(0,1) (5.3)
v - |

where V" = V", — V3, using the notation defined above.
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The convergence in law in (5.3) is a feasible central limit theorem that can be
used in statistical applications. It is possible to obtain similar multivariate central

limit theorems for finite dimensional vectors v/n(U(H )i, —U(H )t;), <j<p We leave the

details to the interested reader.

Example 5.3 (Example 3.4 continued). Let us calculate the conditional variance V;

of the limiting process L in Theorem 4.4 for the function H (z,y) = %x‘l + %y‘l — 22292,

For z € R3 and G defined at (5.1), the quantity p,(G1) is given by
pz(Gl) = E[H(ZlUl, ZQUQ)H(ZlUl, ZgUg)]
7
— 225 + 2t28 4+ 2525 + 528 (gz% — 222 — 22%) 4+ 2222222(622 — 22 — 22),

where Uy, Us,Us are independent standard normally distributed. Furthermore, for
w € R?, x € R? we obtain

pw(G2(x;+)) = E[H (21, w1U1)H (22, w2Us)]
1 1
= <§x‘11 + w‘f — 2x%w%> <§x% + w% — 2x§w%>,
where Gy is given at (5.2). Hence, for u € R,
flwr, we,u) = / / pw(G2(21, 225 ) ) ou (1) Pu(w2)dr1 dg
R JR

2 2
- (u2 _wg) (u2 _ wg) ,

Vi = 4/{071&]3 (p(,s(Gl) — f(as))ds.

and

With these formulas at hand we can derive a formal test procedure for the hypothesis
Hy : o2 is constant on [0, 1], VS. H; : o2 is not constant on [0,1].
These hypotheses are obviously equivalent to
Hy: U(H); =0, VS. Hy: UH) > 0.

Defining the test statistic via
o VAU(H);
t /—‘/tn ’
we reject the null hypothesis at level v € (0,1) whenever S* > ¢;_~, where ¢;_., denotes
the (1 — v)-quantile of A/ (0,1). Theorem 5.2 implies that

lim Ppo(S;' > c19) =7, lim Py, (S > 1) = 1.

n— o0

In other words, our test statistic is consistent and keeps the level v asymptotically. [
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6 Proofs of some technical results

Before we start with the proofs of (3.10) and (4.21) we state the following Lemma,
which can be shown exactly as [2, Lemma 5.4].

Lemma 6.1. Let f : R — RY be a continuous function of polynomial growth. Let
Jurther v, 4™ be real-valued random variables satisfying E[(|7| + [v"*)P] < Cp for all

p>2 and
-1
n n n
(3) % -0
ic A7 (d)

Then we have for all t > 0:
o\ L
(3) X slsen - feme-o
ic A7 (d)
Recall that we assume (3.1) without loss of generality; in §6.2 and §6.3 we further
assume (4.4), i.e. all the involved processes are bounded.
6.1 Proof of (3.10)

We know from the Burkholder inequality that E[(|/nAr X |+ |af|)P] < C, for all p > 2.
In view of the previous Lemma U(H)" — U(H)" *=% 0 is a direct consequence of

1 [nt]
n n n C n n
(3) % EIvAAX -aflfl < S EVAAIX -ajPl 50 (o)
ic A7 (d) j=1
as it is shown in [2, Lemma 5.3]. O

6.2 Proof of (4.21)
We divide the proof into several steps.
(i) We claim that N
V(U(H)" = U(H)") = P"(H) =3 0
where

Pt =) S VHENFAX - ).

i€ A7 (d
Here, VH denotes the gradient of H. This can be seen as follows. Since the process o
is itself a continuous [t6 semimartingale we have

E[[VAALX — o} )] < Cyn 72 (6.2)
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for all p > 2. By the mean value theorem, for any i € A} (d), there exists a random
variable xi* € R? such that

H(vnAfX) = H(of') = VH(X{') (VAT X — of)
with ||xI' — of'|| < ||[V/RAPX — af||. Therefore, we have

Efsup|Vn(U(H); — Uy(H)") - P (H)]

t<T

< cﬁ@ > ElI(VH(E) = VH(f)||(VAATX = af)|

i€ A7 (d)
i€ A7 (d)
X( > E[H(\/EA?X_Q?)HQ])lD

icA%L(d)
n\ ! n " 1/2
< C{ <d> ie%d)E[H(VH(Xi ) — VH (o ))HQ]} —0

by (6.1) and Lemma 6.1.

(ii) In this and the next step we assume that H has compact support. Now we split
P]* up into two parts:

n __ n - -
Pt_\/ﬁ<d> > VH(a )+\F<> > VH(en(2), (6.3)
i A" (d) i A7 (d)
where /nA'X —af' = o'(1) +v"(2) and i = (i1, ...,14q), with
i

vy (1) :\/ﬁ<n*1a¢k;1 +[k ) {Uzk 1 (W — Wzk 1)+Uzk (Vs — Vzk 1 }dW)

n
n

i
ke S

ik ik
vj (2) :ﬁ(/ﬁ(as — a?)ds + /ikl {/M aydu

—|—/ (5u7 — 01 )qu +/ ) (f}u, — Vi1 )qu}dW3>
L n kT2 n

Ic*l

We denote the first and the second summand on the right hand side of (6.3) by S}* and
St , respectively. First, we show the convergence Sn MR (. Since the first derivative of
H is of polynomial growth we have E[||VH (al')|?] < C for all i € A?(d). Furthermore,
we obtain by using the Holder, Jensen, and Burkholder inequalities

. C n L L
Elvf 2)P°] < = + / (@5 — Qe )+ (Gsm — Gnsl)? + (Vo= — Dpns) )2 ds.

n n n
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Thus, for all £ > 0, we have

vi(l) B X mHenwl

i€ A7 (d)
-1

<ovi(y) (& 3 waenr)) (@] 3 wrer))”
_ [nt]

<o(n(?) IE[mZﬂ;l(lvﬁ(Q)P bt @P)])

[n1]

< C(E[Z!v?@)\?])l/z

t 1/2
< c(ml +/ (as — apng)? + (For — & )? + (T — @[m])%zs) =0
0

n n n

by the dominated convergence theorem and Sn LR () readily follows.

(iii) To show S™ ““% 0 we use

sy:iﬁ@) S Gl zd;szy

ic AP (d)

Before we proceed with proving S"(k) —= 0, for k = 1,...,d, we make two observa-
tions: First, by the Burkholder inequality, we deduce

E[lvnvj, (1)]P] < Cp,  for all p > 2, (6.4)
and second, for fixed z € R*% and for all i = (i1,...,ix) € A?(k), we have
E[0kH (af, x)vj, ()| Fy1] =0, (6.5)

since Jx H is an odd function in its k-th component. Now, we will prove that

N Z OpH (af, z)vf (1) =30, (6.6)

ic A7 (k)
for any fixed z € R, From (6.5) we know that it suffices to show that
2 P
> E[( > lezk> ‘}—u} — 0,
in=1 1<iy <+ <igp—1<ip "

where i, i, = v/nn RO H(al, z)v; (1). (Note that the sum in the expectation only
runs over the indices i1, ...,i;_1.) But this follows from the L' convergence and (6.4)
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via

[nt] [nt]
C
3y E[( 3 Xk)Q] <> S E[@H(a},2)0f (1))
tp=1 1<t <<t <tg i=11<11 < <tp_1<ip
< % — 0.

Recall that we still assume that H has compact support. Let the support of H be a

subset of [~ K, K]¢ and further —K = 25 < -+ < z,, = K be an equidistant partition

of [-K, K]. We denote the set {z9,...,2mn} by Z,. Also, let n(e) := sup{||VH (x) —
H(y)|l; |lx =yl < e} be the modulus of continuity of VH. Then we have

sup|S7 (k)| < Cvimn ™ sup sup | ST opH(af @)l (1)
t<T

t<T ze[-K,K]d—k ic A7 (k)

< Cv/nn *sup max ‘ Z OpH(a ()‘

t<T wezd ic A7 (k)

+CVn T > n(%) ol (1)].

ic A7 (k)

Observe that, for fixed m, the first summand converges in probability to 0 as n — oo by
(6.6). The second summand is bounded in expectation by Cn(2K/m) which converges
to 0 as m — co. This implies S*(k) == 0 which finishes the proof of (4.21) for all H

with compact support.

(iv) Now, let H € C}(R?) be arbitrary and Hj, be a sequence of functions in Cp(R?)
with compact support that converges pointwise to H and fulfills H = Hj, on [k, k],
In view of step (i) it is enough to show that

| =o.

lim hmsupE[sup‘\/ﬁ<n> Z V(H — Hy) (o) (v/nA'X — o)

ic A (d)

Since H — Hy, is of polynomial growth and by (6.2) we get

B [sup v ) S V(H - H)@)(ViALX - of)

=T ic A7 (d)

|

-1
< Cﬁ(Z) S™ BIIV(H — Ho(aD)llIVAALX — af ]

ic A% (d)
2\ L d ) e e
<c(y) X E[(X gy ) VU= HI@E] <
i€ A7 (d) =1
which finishes the proof. -
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6.3 Proof of (4.14)

We can write
U= [ [ H&gn 1) o, (wa)dxds
[0,¢]4 JRE

We also have

— n

Fln(t’x) = /0 P0 [ns] (w)ds,

where F, (t, ) denotes the Lebesgue density in @ of Fy(t,x) defined at (4.14). So we
need to show that P"(H) ~=% 0, where

f?%ff)ZZZx/ELA;ﬂd [ HO) Py (01) 0, (00) = Gy (00) 9 () s

n

As previously we show the result first for H with compact support.

(i) Let the support of H be contained in [—k,k]¢. From [2, §8] we know that, for
fixed x € R, it holds that

Vit [ (eon(0) = o (@) s =5 0. (6.7
Also, with p(z,z) := ¢,(x) we obtain, for z,y € [k, k],
| [ 9. @) = P (2) = s 0) = 0 ()
< / |01p(€s,2) (05 = T pnst) = D196, y) (05 — Onal )| ds
0 n n

ds

t
< [ 1orntetne. =€) + duaplln) =)o = e

t
sc/ﬁ%—mmﬁ+wfﬂmﬂm—M@,
0 n n
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where &, &5, 7 are between o and 07,4/, and 7 is between = and y. Now, let Z,, =
{jk/m | j=—m,...,m}. Then, we get

t
sup [P0 < Crsup v || / 2o (¥) = o (2)ds|de
k,k] no

t<T t<T

< Cpsup sup \/_‘/ Yo, (T SDUM(@dS

t<T ze[—k,k]

< C7rsup max \/ﬁ‘ / Vo (T) — ©q ine] (x)ds
0 S

t<T TELm

k
+ CT\/E/ (los = opma [ + —los = o |)ds

<Cr Y. supx/—‘/ Yo, (x %I%l(w)dé"

vz 1T
5 Kk
+Crv/n (\as — Oms |7+ R’US — Oms |)ds
0 n n

Observe that, for fixed m, the first summand converges in probability to 0 by (6.7).
By the It6 isometry and (4.4) we get for the expectation of the second summand:

T
k
E[\/ﬁ/ (|Us_UM|2+_|O-s_UM|)d5]
0 n m n

T k 1
:\/ﬁ/ E[|JS—J@|2+E|05—U@H‘15§CT(—+_)'
0 n n

m

§’H

Thus, by choosing m large and then letting n go to infinity, we get P/*(H) =%

(ii) Now let H € C; (RY) and H}, be an approximating sequence of functions in C; (RY)
with compact support and H = Hj, on [—k, k]%. Observe that, for x,s € R%, we obtain
by the mean value theorem that

EUSDO’sl (xl)"'@osd(xd) — P0 sy (5'31)"'300[,1%] Ld ] ZEW& O [nsy]

< —=y(x
where the function 1 is exponentially decaying at +co. Thus

lim lim sup [sup |P(H) — Pt”(Hk)\]

k—0co n—o0 t<T

< Cr lim limsup/Rd |(H — Hi)(x)|¢(x)dx = 0,

k—00 n—oo

which finishes the proof of (4.14). O
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