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Abstract:  In an article titled ―Field Experiments in Economics: The Past, the Present, and 

the Future,‖ Levitt and List (2009) make three important claims about the history, philosophy, 

and future of field experiments in economics.  They claim that field experiments in economics 

began in the 1920s and 1930s, in agricultural work by Neyman and Fisher.  Second, they claim 

that artificial randomization is the sine qua non of good experimental design; they claim that 

randomization is the only valid justification for use of Student‘s test of significance. Finally, they 

claim that the theory of the firm will be advanced by economists doing randomized controlled 

trials (RCTs) for private sector firms.  Several areas of economics, for example the development 

economics of Banerjee and Duflo, have been influenced by the article, despite the absence of 

historical and methodological review. This comment seeks to fill that gap in the literature.  

Student has, it is found, priority over Fisher and Neyman; he compared balanced and random 

designs in the field—on crops from barley to timber—from 1905 to 1937.  The power and 

efficiency of balanced over random designs - discovered by Student and confirmed by Pearson, 

Neyman, Jeffreys, and others adopting a decision-theoretic and/or Bayesian approach - is not 

mentioned by Levitt and List.  Neglect of Student is especially regrettable, for he showed in his 

job as Head Brewer of Guinness that artificial randomization is neither necessary nor sufficient 

for improving efficiency, identifying causal relationships, or discovering economically 

significant differences. One way forward is to take a step backwards, from Fisher to Student. 
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Field Experiments in Economics:  

Comment on an article by Levitt and List 

 

By Stephen T. Ziliak
1
 

 

 

       A model whose faults you can all too easily acquire is sure to mislead you. 

             Horace (20 B.C.) 

 

            Randomization is a metaphor and not an ideal or ―gold standard‖. 

                         Heckman and Vytlacil (2007) 

 

 

1. Introduction 

 

In an article titled ―Field Experiments in Economics: The Past, the Present, and the 

Future,‖ Levitt and List (2009) make three important claims about the history, philosophy, and 

future of field experiments in economics.   

Claim number one says that field experiments in economics began ―in the 1920s and 

1930s‖ (p. 1), in agricultural research by the mathematical statisticians‘ Jerzy Neyman and 

Ronald A. Fisher (Levitt and List 2009, pp. 1, 3-5). 

Claim number two says that artificial randomization (Levitt and List 2009, p. 3) is the 

sine qua non of good experimental design in economics.  The claim here is that randomization of 

design— the random assignment of treatments, controls, and/or varieties to experimental units—

is the only ―valid‖ (Levitt and List, p. 3) justification for using Student‘s test of significance 

(Levitt and List, p. 3).  

An example of artificial randomization is the use of dice, shuffled cards, or some other 

random number generator to allocate treatments and controls to an experimental unit.  A potato 

farmer, for example, may wish to test the hypothesis that, other things equal, crop yield is higher 

when crops are fertilized—the unfertilized crops serving as controls.  For proving the validity of 

                                                 
1
 I thank audiences at the annual meetings of the American Association for Cancer Research 

(Washington, DC, 2010) and of the American Statistical Association (Washington, DC, 2009 and 

Chicago chapter, 2009) and at CREATES (Aarhus University), the John Marshall Law School, the 

National Institutes of Health (Division of Biomedical Computing), the University of Illinois-Chicago 

Department of Epidemiology and Biostatistics, the University of Illinois-Urbana-Champaign Department 

of Agricultural and Consumer Economics, and at the University of Kentucky: the departments of 

Economics, Statistics, Psychology, and Political Science.  For helpful comments and discussion of the 

basic issues I thank the editor, two anonymous referees, and: Doug Altman, Jim Conybear, Jim DeLeo, 

Hakan Demirtas, Tom Engsted, Sally Freels, Steve Goodman, M.D., Ph.D., Craig Gundersen, Tim 

Harford, Jack Lee, Carl Leonard, Pedro Lowenstein, M.D., Ph.D., Deirdre McCloskey, Jacques Kibambe 

Ngoie, Ozgur Orhangazi, Dani Rodrik, Allan Wurtz, the late Arnold Zellner (1927-2010), and Jim Ziliak.  

For valuable assistance in the archives and permission to quote, I kindly thank principals of the Guinness 

Archives (Diageo) and of the Special Collections Library, University College London.  Any errors are my 

own.  
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randomization in the allocation of treatments and controls the authors credit ―Splawa-Neyman 

(1923 [1990])‖ and ―Fisher and McKenzie (1923)‖ [sic] (Levitt and List, pp. 2-4)—these articles, 

Levitt and List claim, established the ―experimental foundation‖ (Levitt and List, p. 1) which 

they equate with randomization.
2
   

Their third and final claim about the past, present, and future of field experiments in 

economics begins with an assertion that the ―current generation‖ (Levitt and List, p. 7) has seen 

―much deeper‖ (Levitt and List, p. 15) and ―broader‖ (p. 15) than ―previous generations‖ (p. 15).  

Since the late 1990s, they argue, a new crop of published articles exceed the century of theory 

and results pioneered by William S. Gosset (1876-1937) aka Student, and by Fisher, Neyman, 

Pearson, Jeffreys, Yates, and others down to Zellner and Heckman. Thus in their third major 

claim, both empirical economics and the theory of the firm (pp. 2-15) will advance as, they 

assume, medicine and pharmacology have advanced, as more and more economists conduct 

randomized trials with private sector firms, a ―win-win‖ (p. 15) opportunity, they claim.
 3

 

―We view such partnerships as permitting the analyst a unique inside view that will not 

only provide a glimpse into the decision-making black box, but permit a deeper empirical 

exploration into problems that excite economists, practitioners, and policymakers‖ (L and L, p. 

2). 

The success of ―Field Experiments in Economics: The Past, the Present, and the Future‖ 

depends on the degree to which each of its three main claims is—or might be—theoretically and 

empirically established.   

To date no study has endeavored to assess their history and philosophy of field 

experiments in economics. This is unfortunate but, on second thought, not surprising.  As Deaton 

(2007, p. 25) observes, ―[t]he movement in favor of RCTs [randomized controlled trials] is 

currently very successful‖ in development economics and ―increasingly‖, Levitt and List note, 

―in the economics literature‖ at large (L and L, pp. 2, 15-18). ―I am a huge fan of randomized 

trials,‖ Varian (2011) wrote in The Economist, ―they are well worth doing since they are the gold 

standard for causal inference‖. 

Deaton‘s (2007) appraisal of RCTs is mostly negative.  Economists at the frontier of the 

―burgeoning literature‖ (L and L, p. 2)—for instance, Duflo, Banerjee, and others at the Abdul 

Latif Jameel Poverty Action Lab (J-PAL (2010))—are, Deaton finds, simply assuming the 

validity of randomization, not proving it.
4
  

Recently Duflo and other economists have turned to Levitt and List (2009) to justify 

randomization and its place in the history and philosophy of economic science (J-PAL, 2010).  

―The thoroughness of Fisher‘s insights are exemplified by this passage‖, Levitt and List write, 

―concerning what constituted a valid randomization scheme for completely randomized blocks‖ 

                                                 
2 Splawa-Neyman and Neyman are the same person—the mathematical statistician, Jerzy 

Neyman (Reid 1982).  Neyman shortened his name in the late 1920s when he moved from 

Poland to England to accept a temporary position at University College London.  
3
 But see the revised CONSORT statement on randomized controlled trials in medicine by 

Altman, Schultz, Moher, Egger, Davidoff, Elbourne, Gotzsche, and Lang (2001) and also 

Rothman, Greenland, and Lang (2008); for discussion of Student‘s pioneering comparisons of 

random and balanced experiments see Ziliak (2011a, 2011b, 2010, 2008) and Ziliak and 

McCloskey (2008, chps. 1, 20-23). 
4
 Contrast Rodrik (2008); Bruhn and McKenzie (2009).  
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(Levitt and List 2009, p. 3).  Here is the passage that is supposed to reveal the thoroughness of 

Fisher‘s (1935, p. 26) insights: 

The validity of our estimate of error for this purpose is guaranteed by the provision that 

any two plots, not in the same block, shall have the same probability of being treated 

alike, and the same probability of being treated differently in each of the ways in which 

this is possible (quoted by Levitt and List, p. 3). 

  

Levitt and List  - following Cochrane (1976), Rubin (1990), and Street (1990), on whom 

their views are largely dependent - assume rather than prove that Fisher ―laid the experimental 

foundation‖ (L and L, abstract) with ―completely randomized blocks‖ (p. 3). The claims sound 

persuasive, and highly scientific.  And they make numerous appeals to experimental history and 

methods descending from the Fisher School.  Unfortunately, most economists do not know how 

to judge these claims.  Most economists are ill-equipped to judge their sweeping methodological 

and historical assertions (see also: Harrison and List (2004)). 

 This comment draws on a century of theory and evidence not examined by Levitt and 

List—bringing into focus each of their three main claims: for example, Gosset (1904, 1905b: in 

Pearson (1939)), Student (1908, 1911, 1923, 1936, 1938, 1942), Wood and Stratton (1910), 

Mercer and Hall (1911), Pearson (1938, 1990), Neyman, Iwaszkiewicz, and Kolodziejczyk 

(1935), Neyman (1938), Neyman and Pearson (1938), Savage (1954, 1976), Jeffreys (1939 

[1961]), Kruskal (1980), Zellner and Rossi (1986), Heckman and Vytlacil (2007), Press (2003), 

Carson, Louviere, and Wasi (2009), Bruhn and McKenzie (2009), and others.
5
    

Neglect of Student (1911, 1923, 1938) is especially regrettable, for Student showed by 

repeating experiments in a profit-seeking environment – in his job as Head Experimental Brewer 

and finally as Head Brewer of Guinness, Dublin and Park Royal - that artificial randomization is 

neither necessary nor sufficient for improving efficiency, identifying causal relationships, and 

discovering economically significant differences.
6
  

Student‘s balanced, repeated, decision-theoretic, and power-oriented approach to the 

design and evaluation of experiments seems to be more valid in the ordinary sense of that word.
7
  

Balanced designs are deliberate or systematic arrangements of treatments and controls when 

there is one or more unobserved and non-random source of fluctuation in the output of interest 

(Student 1911, 1923)—such as when a differential fertility gradient cuts across a farm field, as it 

always does (Student (1911, 1938); Es, Gomes, Sellmann, and van Es (2007)), or when 

unobserved attitudes about schooling, gender, and race contribute to selection bias in the 

                                                 
5
 For discussion of Fisher‘s method and how it differs from the methods of Student, Egon 

Pearson, Harold Jeffreys, and other modern masters – the decision-theorists and Bayesian 

experimentalists not mentioned by Levitt and List - see Zellner (2004), Ziliak (2008), Ziliak and 

McCloskey (2008, chps. 1, 17-23), and McCloskey and Ziliak (2009).   
6
 William S. Gosset (1876-1937) aka Student was a self-trained experimentalist and innovator of 

statistical methods who worked for Guinness‘s brewery his entire adult life: Apprentice Brewer 

(1899-1906); Head Experimental Brewer (1907-1935); Head of Statistics Department (1922-

1935); Head Brewer, Park Royal location (1935-1937); Head Brewer, Dublin and Park Royal 

(1937) (see Ziliak (2008) for discussion). 
7
 Student‘s legacy, explicitly acknowledged and not, is extensive: Pearson (1938, 1939, 1990), 

Neyman (1935, 1938), Jeffreys (1939 [1961]), Savage (1954, 1976), Kruskal (1980), Zellner and 

Rossi (1986), Heckman (1991), Press (2003), and Heckman and Vytlacil (2007), for example. 
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outcomes of social programs, as they often do (Heckman and Vytlacil (2007); Bruhn and 

McKenzie (2009)).  Balancing means creation of symmetry in all of the important sources of 

error, random and systematic.  Unfortunately, Levitt and List (2009, hereafter ―L and L‖) do not 

discuss Student‘s methods and legacy of balanced designs.  For example, the article does not 

mention the Student-Fisher debates of the 1920s and 1930s. 
8
 There are numerous other, more 

minor errors in Levitt and List (2009) that will not be discussed at length in this comment.
9
 

 

2. Three theses 

 

For ease of exposition each of the three main claims by Levitt and List (2009) is named 

by the thesis it represents. They are:   

 

The first wave thesis.  The claim is that the ―first wave‖ (L and L, pp. 1-2) or ―period‖ (p. 

1) of field experiments in economic history can be traced to the ―1920s and 1930s‖ (p. 1 ) in 

works by Ronald A. Fisher (p. 3) and Jerzy Neyman (p.  3-4).  The authors single out Neyman 

and Fisher on the basis of, they say, their introduction of ―randomization‖ (L and L abstract, pp. 

1, 2, 3 passim) to the mathematical design of agricultural field experiments;  

 

                                                 
8
 See Student (1938), for example, and Ziliak and McCloskey (2008), chps. 20-22. 

9 For example, in the one paragraph Levitt and List (2009, p. 4) give to Gosset there are at least 

nine (9) errors: 

―Student‘‘ (W.S. Gossett) was a statistician and chemist responsible for developing 

procedures for ensuring the similarity of batches of Guiness at the Guiness brewery. In 

this capacity, he developed the t-test (often denoted the ‗‗Student‘s t-test‘‘) as a technique 

to measure deviations of the sampled yeast content to the brewery‘s standard. However, 

because the brewery did not allow employees to publish their research, Gossett‘s work on 

the t-test appears under the name ‗Student.‘ 

The errors, with corrections, are: (1) the Gosset surname has one ―t‖, as in one t-distribution 

(Concise Dictionary of National Biography 1961, p. 177); (2) Gosset trained at Oxford in 

chemistry but he never worked as a chemist.  He was a brewer and businessman, from 1899 to 

1937 (Ziliak 2008);  (3) Gosset was studying small samples of barley, hops, and malt, in 1904, 

when he discovered the need for a small sample test: Gosset (1904); he was not studying ―yeast 

content‖ (L and L, p. 4) when he discovered the trouble with small numbers; (4) In 1908 he was 

working on Student‘s z-test (Student 1908, pp. 13-19); the term ―t-test‖ did not appear until 1925 

or later, when Student (1925, pp. 105-106) changed the name of z to t; (5) Gosset‘s main job was 

mixing new beers and trying out new ingredients, by combining laboratory and field experiments 

(Ziliak 2008).  His main job was not ―ensuring the similarity of batches‖ though in Student 

(1927) he revealed techniques of industrial quality control he pioneered at Guinness beginning in 

1904; (6) and (7) Guinness is spelled with two n‘s; (8) Gosset still has one ―t‖; (9) Contrary to 

the claim made by Levitt and List, Guinness employees were encouraged by the company to 

publish research; the conditions were that they publish under a pen name and avoid discussion of 

beer.  In Biometrika alone, for example, there were numerous contributions by Guinness 

employees:  14 articles by Student alone and one or more each by his assistants, ―Mathetes,‖ 

―Sophister,‖ and others (Ziliak and McCloskey 2008, pp. 213, 217).   
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The randomization thesis.  Their second claim is, like the first, both historical and 

methodological in nature.  Following the advice of ―Fisher‖ (L and L, p. 3) and supposedly of 

―Neyman‖ (p. 3), List and Levitt claim that ―randomization‖ of design (p.  4)—the blind and 

random assignment of treatments and controls to the experimental unit—is the ―lynchpin‖ (p. 

4)—the ―foundation‖ (p. 1)—of any well-designed experiment.  

 

Levitt and List go a step further with the randomization thesis, and assert that 

randomization is the only ―valid‖ (L and L, p. 4) justification for use of Student‘s test of 

statistical significance (p. 4 ).  ―Significance‖ (p. 4)—a low level of Type I error—is in Levitt‘s 

and List‘s view the critical test.
10

  And finally: 

 

The third wave thesis.  According to Levitt and List, the history of field experiments in 

economics can be divided into three ―distinct‖ (pp. 1, 2, 15) waves or periods.  The ―first wave‖ 

is, to repeat, the agricultural field experiments of the 1920s and 1930s, wherein Fisher and 

Neyman are said to have ―introduced‖ the randomization thesis. 

The ―second wave‖ (p. 2) is, they claim, represented by the government-sponsored social 

welfare experiments such as the SIME/DIME negative income tax experiments of the middle and 

later years of the 20
th

 century (Zellner and Rossi 1986; Heckman and Smith 1995).   

The ―third wave‖ (p. 2) is described by Levitt and List as an original contribution to 

scientific method: economists doing randomized experiments with firms in the private sector of 

the economy (L and L, p. 15; see also: Herberich, Levitt and List 2009 and Harrison and List 

2004).  ―We are currently in the third wave, which began in earnest roughly a decade ago, in the 

late 1990s‖ (L and L, p. 15).  ―This third wave has brought with it a much deeper and broader 

exploration of economic phenomena than was pursued in the earlier waves of field 

experimentation‖ (p. 15).
11

  

The basis for their third claim is their belief that they are the first in history to apply 

artificial randomization to questions of ―Industrial Organization‖ (L and L, p. 2).  ―Emerging 

from this third wave of field experimentation is an approach that we view as an important 

component of the future of natural field experiments: collaborating with outside private parties in 

an effort to learn about important economic phenomena‖ (L and L, p. 18). 

This comment does not seek to reply to all of the claims made by Levitt and List (2009), 

only the most surprising ones. Their three main theses are examined below, in order of 

appearance. 

 

 

3.  The first wave thesis 

 

Our discussion focuses on three distinct periods of field experimentation that have 

influenced the economics literature. The first might well be thought of as the dawn of 

‗‗field‘‘ experimentation: the work of Neyman and Fisher, who laid the experimental 

foundation in the 1920s and 1930s by conceptualizing randomization as an instrument to 

achieve identification via experimentation with agricultural plots (L and L, p. 1). 

                                                 
10 Contrast the unanimous rejection of statistical significance by the Supreme Court of the United 

States, Matrixx Initiatives, Inc. v. Siracusano, No. 09-1156, March 22, 2011 (Ziliak (2011a)). 
11

 Thus List and Shogren (1998) is an early contribution to the third wave, so conceived.  



 
6 

 

 

             The first misstep is historical.  If the goal is to identify early examples of field 

experiments in economics, the clock of history should start quite a bit earlier than they claim it 

does: consider, for example, The Farmer’s Letters (1767), by Arthur Young and, more 

importantly, given the authors‘ statistical focus: Wood and Stratton (1910), Mercer and Hall 

(1911), and especially Student (1911, 1923). 

For instance, Student‘s (1911) ―Appendix‖ to the Mercer and Hall (1911) experiment was 

published 79 years before Splawa-Neyman (1923 [1990]) was translated into English, and had a 

far greater impact on the literature.  Student‘s 1911 article—reprinted in Student’s Collected 

Papers (1942, Pearson and Wishart, (Eds.))-is not mentioned by Levitt and List.  Yet as Mercer 

and Hall (1911, p. 127) themselves said about their seminal field experiment published in the 

Journal of Agricultural Science: ―We are indebted to ‗Student,‘ by whose assistance and 

criticism we have been greatly aided in the whole of this discussion of our experimental results, 

for the working out of a method whereby the experimental error may be still further reduced 

when only a single comparison is desired, as for example between two varieties or two methods 

of manuring, by taking advantage of the correlation which exists between adjacent areas.  This 

contribution [that is, Student‘s contribution of 1911] is set out in an Appendix.‖ 

Levitt‘s and List‘s omission of Student (1911) in their history is difficult to understand.  

He titled his 1911 Appendix ―Note on a Method of Arranging Plots so as to Utilize a Given Area 

of Land to the Best Advantage in Testing Two Varieties‖ (see also: Student (1923); Gosset 

(1936); and Beaven (1947), pp. 238, 254-255).   

In 1911 Student found (using Mercer‘s and Hall‘s mangolds data) that the standard 

deviations of mean yield differences were reduced as the experimental plot size was reduced.  

The reason has to do with a non-random, systematic, and confounding variable.  The 

uncontrolled source of fluctuation spoiling random arrangements is, Student argued from 1911, 

the non-random occurrence of fertility gradients in the soil (see also: Student 1938; compare 

Pearson 1938).  The diminishing marginal productivity of the soil as one travels from one side of 

the field to the other, and indeed from one block to another, must figure into the design of the 

experiment, Student found, or else an important source of crop growth will bias results.    

Student made several advances in 1911.  More than two decades before Fisher (1935) 

wrote about ―the concepts of repetition, blocking, and randomization‖ (L and L, p. 3) Student 

found that the closer in space the competing varieties and/or treatments are sown together 

(through blocking or pairing—what Student (1911 [1942], p. 52) called ―the principle of 

maximum contiguity‖) the more precise the standard deviations of mean yield differences 

between varieties and treatments.
12

  In an admittedly crude way, Student suggested and proved in 

                                                 
12

 What is a ―block‖? Box, Hunter and Hunter (2005, p 92) explain that ―A block is a portion of 

the experimental material (the two shoes of one boy, two seeds in the same pot) that is expected 

to be more homogenous than the aggregate (the shoes of all the boys, all the seeds not in the 

same pot).  By confining comparisons to those within blocks (boys, girls), greater precision is 

usually obtained because the differences associated between the blocks are eliminated.‖  Given 

the definition of a block, it is clear from the above discussion that Student (1911) has priority 

over Fisher (1925) and Fisher (1935).  Fisher did not ―introduce‖ (L and L, p. 3) blocking in the 

1920s and 1930s though L and L join others asserting he did (for example, Bruhn and McKenzie 

(2009)).     
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his 1911 Appendix to the Mercer and Hall experiment that random layouts are inferior to 

deliberate balancing, and in four of the key variables relevant to farming and economic statistics: 

precision, efficiency, simplicity, and power to detect a large and real treatment and/or varietal 

difference when the difference is there to detect. 

Said Student (1911 [1942], p. 49): ―The authors [Mercer and Hall] have shown that to 

reduce the error as low as possible it is necessary to ―scatter‖ the plots.‖ 

 

I propose to deal with this point in the special case when a comparison is to be made 

between only two kinds of plots, let us say two varieties of the same kind of cereal. 

 If we consider the causes of variation in the yield of a crop it seems that broadly 

speaking they are divisible into two kinds. 

 The first are random, occurring at haphazard all over the field.  Such would be 

attacks by birds, the incidence of weeds or the presence of lumps of manure.  The second 

occurs with more regularity, increase from point to point or having centres from which 

they spread outwards; we may take as instances of this kind changes of soil, moist 

patches over springs or the presence of rabbit holes along a hedge. 

 In any case a consideration of what has been said above will show that any 

―regular‖ cause of variation will tend to affect the yield of adjacent plots in a similar 

manner; if the yield of one plot is reduced by rabbits from a bury near by, the plot next it 

will hardly escape without injury, while one some distance away may be quite untouched 

and so forth.  And the smaller the plots the more are causes of variation ―regular‖; for 

example, with large plots a thistly patch may easily occur wholly within a single plot 

leaving adjacent plots nearly or altogether clean, but with quite small plots one which is 

overgrown with thistles is almost sure to have neighbours also affected. 

 Now if we are comparing two varieties it is clearly of advantage to arrange the 

plots in such a way that the yields of both varieties shall be affected as far as possible by 

the same causes to as nearly as possible an equal extent. 

To do this it is necessary, from what has been said above, to compare together 

plots which lie side by side and also to make the [side by side] plots as small as may be 

practicable and convenient.  

Student 1911 [1942], p. 49; emphasis added 

 

He (p. 50) continued: 

Obviously nothing that we can do (supposed of course careful harvesting) can now alter 

the accuracy of the resulting comparison of yields, but we can easily make different 

estimates of the reliance which we can place on the figures.  

 For example, the simplest way of treating the figures would be to take the yields 

of the plots of each variety and determine the standard deviation of each kind.  Then from 

published tables [found in Student (1908), not cited by Levitt and List] we can judge 

whether such a difference as we find between the total yields is likely to have arisen from 

chance. 

 An advance on this is to compare each plot with its neighbour and to determine 

the standard deviation of the differences between these pairs of adjacent plots. 

From what has been said above as to the occurrence of ―regular‖ sources of error 

it will be seen that such differences as these will be to a much larger extent dependent on 

the variety, and to a lesser extent on errors, than if the mere aggregates are compared. 
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Student (p. 51) calculated the savings of land utilization to be expected by the farmer at various 

yields and levels of precision as measured by the standard deviation of mean yield difference.  

He found that ―Roughly speaking one-twentieth acre plots of mangolds would require at least 

twice as much land as one-two-hundredth acre plots in order that we may place as much 

confidence in the result, while one-fiftieth acre plots of wheat would probably require more than 

twice as much as one-five-hundredth acre plots‖ (Student, p. 52)  

 He showed these impressive results in a table together with evidence that the standard 

deviations of comparison rise linearly or nearly so with increases in plot size.  ―Hence,‖ he 

concluded, ―it is clearly of advantage to use the smallest practicable size of plot, using 

chessboards and the principle of maximum contiguity‖ (Student, p. 52; compare Bruhn and 

McKenzie (2009) and Carson and others (2009)). 

What Student did next—comparing the precision and efficiency of balanced versus 

random layouts— seems surprising in light of Levitt‘s and List‘s claims about randomization in 

field experiments:   

Also the advantage of comparing adjacent plots is apparent in these examples, since with 

[mangold] roots less than two-thirds of the land is required to give the same accuracy as 

random comparison and with the wheat less than half. 

     Student 1911 [1942], p. 51. 

  

Neglect of Student (1911) is unfortunate, as Student uses (and in some cases introduces) 

in the 1911 article the concepts of blocking, pairing, repetition, Student‘s z-table and test of 

significance, efficiency, precision, and balanced versus random designs of experiments.
13

 Indeed, 

the origin of today‘s ‗paired t-test‘ can be found in Student (1911). 
14

 Clearly field experiments 

                                                 
13

 Duflo, Glennerster, and Kremer (2007), like Levitt and List (2009), have credited Fisher with 

the concepts of replication and blocking.  The misattribution of credit is an example of a Fisher 

bias in the literature, discussed at length by Ziliak and McCloskey (2008).  See also: Pearson 

(1990), Kruskal (1980), and Savage (1971). 
14 In 1934 Fisher wrote a letter to Student requesting reprints of Student (1908), Student (1911), 

and Student (1923).  Fisher asked about the intellectual history of taking paired differences.  

Student replied that pairing is old, dating back he half-jokingly said to ―Old Noah‖ and the Ark: 

 

      St. James‘s Gate 

      Dublin 

      16 January 1934 

 

Professor R. A. Fisher, Sc.D., F.R.S. 

The Galton Laboratory, 

University College, 

London, W.C.1. 

 

Dear Fisher, 

 

 I am sorry to say that I can only let you have off-prints of the last of your three 

requests.  However, the first one is merely of historical interest; the second is of no real 
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in economics had made a major advance in 1911 though to date Student has not been properly 

credited for it. 

 Prior to Fisher‘s Statistical Methods for Research Workers (1925), Student was 

frequently credited.
15

 For example, the ―Hall‖ of Mercer and Hall (1911) was Sir A. Daniel Hall, 

the Director of Rothamsted Experimental Station in the era before Fisher—who joined the 

station in 1919 (Hall 1905).  The ―general conclusions‖ (Mercer and Hall, p. 127) of Mercer and 

Hall are important but it is Mercer‘s and Hall‘s conclusion number ―4‖ which deserves emphasis, 

as it reveals a contribution that Student made to experimental thought and Rothamsted, 8 years 

before Fisher was hired and 14 years before Fisher developed his own theory of experimentation 

(Mercer and Hall, p. 127): 

(4) For practical purposes the authors [Mercer and Hall (1911)] recommend that in any 

field experiment each unit of comparison (variety, method of manuring, etc., according to 

the subject of the experiment) should be given five plots of one-fortieth of an acre, 

systematically distributed within the experimental area. 

 

Informed by Student‘s novel calculations, Mercer and Hall (p. 127) reported: 

This [paired, balanced, or systematic design of the field] will reduce the experimental 

error to within two per cent. of the result, if the land is at all suited for experiment; it does 

not however eliminate variations due to unequal effects of different seasons upon the 

varieties or the action of the manures under experiment.  Such variations can only be 

eliminated by continuing the experiment for several years.  Similarly variations induced 

by the type of soil can only be ascertained by repeating the experiments on several soils.  

 

Levitt and List go off track when they assert that ―In 1919, Ronald Fisher was hired [at 

Rothamsted] to bring modern statistical methods to the vast experimental data collected [there],‖ 

which is perfectly true, but then add: ―Fisher . . . soon realized that the experimental approach at 

Rothamsted was crude—without replication and with less than efficient treatments—thus he 

began in earnest to influence experimental design‖ (L and L, p. 3).   

This would be a fascinating observation to make—and a real feather in Fisher‘s cap—if it 

did not deviate from the truth.  First, the balanced design recommended by Student and accepted 

by Mercer and Hall was not ―crude‖; it was more efficient (Student proved in his tables) than 

random layouts.  Second, Fisher did not begin in earnest in 1919 to ―influence experimental 

design‖.  Fisher did not begin to work on experimental design until late 1923 or 1924, and only 

after he got a letter from Student (discussed below) criticizing Fisher and Mackenzie (1923).   

                                                                                                                                                             

interest to anyone but myself, and only that because I put the blame for what the 

Americans are pleased to call ―Student‘s method‖, i.e., taking differences, fairly and 

squarely on Old Noah‘s shoulders. 

. . . . 

               Yours very sincerely, 

 

                W.S. Gosset 

(Addendum to Gosset (1962), Vol. 1.  In: Egon Pearson Papers, Box G9, University College 

London, Special Collections Library). 
 
15 For discussion, see Neyman (1938); Pearson (1938); Ziliak and McCloskey 2008, chps. 20-22. 
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Why, then, have Levitt and List credited Fisher in the 1920s and 1930s for originating 

field experiments in economics?  The reason seems clear now:  ―Of course,‖ they assert, 

―randomization was the lynchpin as the validity of tests of significance stems from 

randomization theory‖ (L and L, p. 4).   

Elsewhere they write (L and L, p. 2):  ―the work of Fisher and Neyman in the 1920s and 

1930s is worthwhile to . . .  consider for two reasons. First [they claim again without proof] these 

experiments helped to answer important economic questions regarding agricultural productivity . 

. .  Second, these studies are generally believed to be the first to conceptualize randomization as a 

key element of the experimental method.‖  

To answer their main question—when in history did field experiments in economics 

begin? (p. 1)—the authors‘ surveyed history trying to find not the origins of field experiments in 

economics but rather the origins of artificial randomization in economics experiments (L and L, 

abstract, pp. 1, 2, 4; see also: J-PAL 2010).  Yet randomization is not the purpose of an 

experiment in economics and in any case randomization does not constitute the peak of 

experimental method in economics (Heckman and Vytlacil (2007)).  As Student (1923) was first 

to show, artificial randomization—however valuable it may be for testing and estimation when 

errors are independent and identically distributed (Student (1908))—is not as precise as 

balancing when observations and errors are correlated.  I return to these fundamental issues in 

section 5. 

 

4.   Neyman sides with Student, preferring balanced designs 

 

A little digging in the archives suggests that Neyman would reject the authors‘ claims, 

too.  For example, in a Journal of the Royal Statistical Society obituary notice, Neyman (1938) 

gave highest honors to the subject of his notice: Student.
16

     

Neyman considered Student‘s 1923 Biometrika article ―On Testing Varieties of Cereals‖ 

to be the starting point of theory.  (He did not know about Student (1911).) In the article 

celebrated by Neyman, Student took his 1911 insights and ambition to a new and higher level.  

He compared as no one had before the precision, power, and efficiency of balanced versus 

random designs of field experiments, in his study of Irish and English barley yield (compare 

Student (1938) and Pearson (1938)).  The barley experiments were either designed or advised by 

Student who had worked since 1904 with the Irish Department of Agriculture in cooperation 

with dozens of farmers and maltsters scattered around Ireland and England (Gosset 1936).  Said 

Neyman (1938, p. 228): 

As a third example of Student‘s pioneer work I shall quote his first paper
17

 on agricultural 

experimentation, which should be rightly considered as a starting point of an extensive 

theory which is now well known.  There were several further papers by Student on the 

subject, including his last [Student 1938], now in print in Biometrika, which deals with 

the difficult problem of the advantages and disadvantages of systematically balanced 

layouts. 

 

                                                 
16

 Contrast Neyman‘s mainly negative assessment of Fisher‘s approach: Neyman (1961). 
17

 In fact, Student (1911) was Gosset‘s first published article on the design and evaluation of 

agricultural field experiments.   See Student (1942) for the full collection of Student‘s published 

articles. 
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          This was not the first time that Neyman had sided with Student.  At a 1935 meeting of the 

Royal Statistical Society, Neyman (1935, p. 109) said:  ―Owing to the work of R. A. Fisher, 

Student and their followers, it is hardly possible to add anything essential to the present 

knowledge concerning local experiments. There remain only details,‖ he said, ―which perhaps 

require some more attention than has been given to them before.‖   

         He did not mean to put Student and Fisher on equal footing.  Neyman (1935, p. 173) 

clarified his point of view in reply to criticisms made by Fisher at that same meeting of the Royal 

Society: ―I am considering problems which are important from the point of view of agriculture,‖ 

he carefully emphasized.  ―My point of view,‖ he told Fisher, ―is shared by other writers; for 

instance "Student," in his classical memoir published in Vol. XV of Biometrika‖ (Student 1923).  

         Levitt and List claim otherwise, arguing that Neyman ―laid the experimental foundation‖ 

(p. 1) with randomization theory (L and L, pp. 3-4):  ―Viewing Neyman‘s body of work 

[meaning the one article they cite by Splawa-Neyman (1923)], we find it clear that early on he 

understood deeply the role of repeated random sampling and that a necessary condition for 

probabilistic inference is randomization‖ (L and L, p. 3). 

          Again, this would be a wonderful finding if it were close to the truth.  It is not.  First, the 

Splawa-Neyman (1923) article did not affect the development of first wave experiments. The 

article was not translated into English from the original Polish until 1990—almost ten years after 

Neyman died and decades after the ―first wave‖ of agricultural experiments commenced (see 

Splawa-Neyman [1923], translated and edited by D. M. Dabrowska and T.P. Speed, 1990).   

             Second, as Neyman himself explains, Neyman did not advocate use of artificial 

randomization for designing experiments: he sided with Student‘s balanced approach.  In 

Neyman‘s view, randomization was neither necessary nor sufficient for the ―extensive theory‖ 

(Neyman 1938, p. 228) which Student (1923) developed to solve ―the difficult problem‖ 

(Neyman, p. 228) of design (see also: Reid 1982, pp. 44).   

            Neyman did not claim that random layouts have no value; rather, he, like Student before 

him, was forced by logic and fact to concede the economic and statistical advantages afforded by 

Student‘s balanced layouts.  Neyman admitted that balancing involves some sacrifice of the 

normal assumptions.  He said in his reply to Fisher (Neyman 1935, p. 179): 

As to the Half-Drill-Strip method [a balanced layout sometimes called ―ABBA‖ (Student 

1936, p. 197)], I must agree that from an orthodox statistical view-point it is not quite 

correct - that is to say that the estimate of error variance [in the balanced layout] is not 

quite correct.
18

 

 ―In a publication already referred to,‖ Neyman said, ―I tried to improve the method in this 

respect‖ (compare Pearson 1938 and Neyman and Pearson 1938). ―But, then, from the same 

orthodox viewpoint, which of the other methods is absolutely correct in all its details? The 

important question,‖ Neyman said, ―is which of the inaccuracies in which method has a smaller 

numerical value. This requires special investigation. But my personal feeling is that it would be 

altogether wrong to attach to the Half-Drill-Strip method [Student‘s preferred method] less 

importance than to any other method in frequent use, this especially because of the 20 

replications which it is usual to associate with it‖ (Neyman 1935, p. 179). 

                                                 
18

 Student (1923, 1936, 1938) was the first to emphasize this minor weakness of balancing. 
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             Given these facts about Student and Neyman, it is not clear what Levitt and List hoped to 

achieve with their ―glimpse‖ (L and L 2009, p. 15) at randomization in history.
19

 

 

 

4.1  Fisher did not understand randomization in 1923 

  

According to Levitt and List (2009, p. 4) ―Fisher and McKenzie (1923)‖ is the second 

classic article to use randomization in the design of a field experiment.  This is a remarkable 

achievement given that randomization does not appear even once—randomization is neither used 

nor mentioned—in the article by Fisher and Mackenzie.   

Here is how Levitt and List (2009, p. 3) describe Fisher‘s alleged 1923 contribution to 

randomization in field experiments: ―Fisher‘s fundamental contributions were showcased in 

agricultural field experiments.  In his 1923 work with McKenzie [sic], Fisher introduced . . . 

randomization‖ (Fisher and McKenzie, 1923)‖ (Levitt and List, p. 4).  But that is not so; what 

they are claiming is not true.  In fact it is precisely the absence of careful planning which made 

the 1923 Fisher and Mackenzie experiment infamous—famous in the bad sense—eliciting 

negative comments from Student, Yates, Cochrane, and others.   

The fact of the matter is that in 1923 Fisher had not given much if any thought to the 

statistical design of experiments. Cochrane (1989, p. 18) notes that: 

 

Fisher does not comment [in Fisher and Mackenzie (1923)] on the absence of 

randomization or on the chessboard design.  Apparently in 1923 he had not begun to 

think about the conditions necessary for an experiment to supply an unbiased estimate of 

error. 

Cochrane, p. 18, in Fienberg, Hinckley, eds., 1989 

 

Yates (1964, pp. 310-311) goes further.  Like Cochrane, Yates observes that in 1923 Fisher did 

not possess any theory of experiments, random or balanced.  Says Yates (pp. 310-311) of 

Fisher‘s and MacKenzie‘s 1923 manure experiment: 

 

Twelve varieties of potatoes were grown with two types of potash (sulphate and chloride) 

and also without potash.  Half the experiment also received farmyard manure. There were 

three replicates of each variety on each half, each varietal plot being split into three in a 

systematic manner for the potash treatments. The actual layout (Fig. 1) [by Fisher and 

Mackenzie] illustrates [Yates said] how little attention was given to matters of layout at 

that time.
20

  It is indeed difficult to see how the arrangement of the varietal plots 

[designed by Fisher and Mackenzie] was arrived at.   

 

                                                 
19

 It is interesting to note that Neyman, a great mathematician, did not think that mathematics is 

the best guide when designing experiments with an economic motive. ―I will now discuss the 

design of a field experiment involving plots,‖ he began his article of 1923.  ―I should 

emphasize,‖ he said, ―that this is a task for an agricultural person [such as Student] however, 

because mathematics operates only with general designs‖ (Splawa-Neyman 1923 [1990], p. 465; 

translated and edited by D. M. Dabrowska and T.P. Speed, 1990).   
20

 But compare Student (1911, 1923), two seminal articles conspicuously omitted by Yates. 
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Fisher‘s approach in 1923 was neither randomized nor balanced: ―the arrangements for the 

farmyard manure and no farmyard manure blocks are almost but not quite identical, and some 

varieties tend to be segregated in the upper part and others in the lower part of the experiment‖ 

(Yates, pp. 310-311).  ―Consequently,‖ wrote Yates, ―no satisfactory estimate of error for 

varietal comparisons can be made [in the Fisher and Mackenzie experiment]. . . .To obtain a 

reasonable estimate of error for these interactions,‖ he said, ―the fact that the varietal plots were 

split for the potash treatments should have been taken into account. This was not done in the 

original analysis‖ (Yates 1964, pp. 310-311).  Levitt and List lead readers to believe otherwise. 

Yates continued (Yates 1964, pp. 311-312): ―The principle of randomisation was first 

expounded in [Fisher‘s textbook] Statistical Methods for Research Workers [1925]‖—not in 

Fisher and MacKenize (1923).  In other words, an article that Levitt and List claim for the canon 

in the history of randomization neither mentions nor uses randomization.   

It is interesting to pursue the social ramifications of Fisher‘s spoiled experiment.  Fisher 

asked Student for his opinion on Fisher and MacKenzie (1923).  Student was glad to opine, for 

he had been a contributor to the Journal of Agricultural Science since 1911, and had already 

noticed the 1923 article.  He told Fisher in a letter of July 1923 about the article which Levitt and 

List consider foundational: ―I have come across the July J. A. S. [Journal of Agricultural 

Science] and read your paper,‖ Student said, and  

I fear that some people may be misled into thinking that because you have found no 

[statistically] significant difference in the response of different varieties to manures that 

there isn‘t any. The experiment seems to me to be quite badly planned, you should give 

them a hand in it; you probably do now.‖
21

 

 

Ouch.  That must have hurt Fisher, whose career was just getting started.  Still, to his credit, 

Fisher replied to Student‘s helpful if embarrassing letter, asking Student what he, Student, would 

do differently.
22

 Student replied in a letter of July 30, 1923:  ―How would I have designed the 

[Fisher and Mackenzie] exp.[eriment]? Well at the risk of giving you too many ‗glimpses of the 

obvious‘,‖ Student—the Head Experimental Brewer of Guinness, inventor of Student‘s t, and a 

pioneering lab and field experimentalist with by then two decades of experience told the novice 

at Rothamsted—―I will expand on the subject: you have brought it on yourself!‖, Student told 

Fisher in 1923.  ―The principles of large scale experiments are four‖:  

There must be essential similarity to ordinary practice . . . . Experiments must be so 

arranged as to obtain the maximum possible correlation [not the maximum possible 

statistical significance] between figures which are to be compared. . . . Repetitions should 

be so arranged as to have the minimum possible correlation between repetitions . . .   

There should be economy of effort [maximizing net ―pecuniary advantage‖ in Gosset‘s 

(1905a) sense, as discussed by Ziliak (2008)].
23

   

 

Fisher did not take to Student‘s balanced and economic approach, a point I take up 

immediately below.  In sum, Levitt and List tell an erroneous history of randomization.  Notably, 

Fisher and MacKenzie (1923) – a famously spoiled experiment - does not mention 

randomization let alone use it.  Their selection of articles for the canon is not credible. 

                                                 
21

 Letter #29, July 25, 1923, in Gosset 1962. 
22

 Letter #s 20, 23, in Gosset 1962. 
23

 Letter #s 29, 30, in Gosset 1962; Gosset 1923, in E. S. Pearson 1990 [posthumous], p. 58. 
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4.2   Fisher and the false sociology of randomization, 1923 to 1925 

 

Student‘s second letter to Fisher must have put in a bee in his bonnet.
24

  Regardless, 

between August 1923 and October 1924, Fisher for some reason became a radical proponent of 

artificial randomization in the design of experiments—the very design which Student (1911, 

1923) disproved.  As Yates (1964) notes, Fisher went a step further in 1925 and – against 

Student‘s advice - presented randomization as a first principle of design.  

Was Fisher rebelling against his mentor, the older and more experienced Student (Gosset 

1962)?  Perhaps.  As Cochrane and Yates note, Fisher did not discuss randomization of design 

until Statistical Methods for Research Workers (1925)—only two years after Fisher and 

MacKenzie (1923) and the letter from Student explaining to Fisher the basic principles of 

experimental design.  In late 1923 and throughout 1924 Fisher continued to seek Student‘s 

assistance.  For example, they exchanged many letters about Student‘s t table which Student 

prepared at Fisher‘s request for publication in Statistical Methods for Research Workers (1925, 

―The table of t‖).   Interestingly, Fisher did not reply to Student‘s letter of July 1923, the one 

claiming (correctly as it turns out) that Fisher in 1923 had (1) no theory of experimental design 

and (2) misused Student‘s test of statistical significance.   

Fisher‘s 1925 declaration of a randomization ―principle‖ was not warranted by the 

evidence accrued by Student.  In October 1924 Fisher wrote to Student asking for pre-

publication comments on Fisher‘s now-classic textbook.  Seeing a set of pre-publication page 

proofs (which Fisher had sent to him) with unusually few corrections to the experimental 

sections, Student suggested to Fisher that the lack of corrections may be ―possibly because of his 

[Fisher] understanding less of the matter.‖ 
25

  ―I don‘t agree with your controlled randomness,‖ 

Student explained in another important letter to Fisher, in October 1924. ―You would want a 

large lunatic asylum for the operators who are apt to make mistakes enough even at present,‖ 

Student said of his so-called randomization ―principle‖.  ―If you say anything about Student in 

your preface you should I think make a note of his disagreement with the practical part of the 

thing.‖ Significantly, Fisher did not say anything of the kind in the preface about Student (1911, 

1923); he did not mention the opposition and priority of the anonymous brewer whose 

innovations by 1923 clearly included comparison of the advantages and disadvantages of 

balanced versus random designs of experiments: Student did this work two years before Fisher 

first wrote about ―randomized blocks‖. 

                                                 
24

 In Fisher (1933) it seems to be more than chance which led him to omit mention of Student 

(1911, 1923, 1926) and Student‘s comparisons of random with balanced designs of experiments.  

He did not mention Student‘s disagreement, though mention was requested by Student in the 

1924 letter.  Significantly, in addition, Fisher‘s 1933 history of experimental statistics adopts a 

mocking tone whenever the author is speaking about his predecessors—the foolish ―pride‖ 

(Fisher 1933, p. 46), he said they took, in ―High correlations‖ (ibid, p. 46) prior to Fisher (1925).  

If Student ever lost patience when dealing with Fisher‘s difficult personality it was in Student‘s 

last published article, ―Comparison Between Balanced and Random Arrangements of Field 

Plots‖ (Student 1938 [posthumous]); see also Ziliak and McCloskey 2008, chps. 20-24). 
25

 Quoted in Pearson 1990, p. 59 
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The article by Levitt and List, however flawed, does raise an interesting question for the 

history of science: who introduced the idea of artificial randomization into statistically-based 

experiments in economics?  

Normally people answer as Cochrane, Yates, and now Duflo and Levitt and List do, 

crediting Fisher. Yates (1964), who for many years worked side by side with Fisher, and co-

authored books and papers with him, acted as if he was certain that randomized blocks were 

Fisher‘s original inspiration but then he admitted in the next sentence that he doesn‘t know of 

evidence that would say much one way or another about the accuracy of his claim. 

It seems at least as valid, maybe more valid, to assert that Student (1908, 1911) and 

especially Student (1923) deserve the credit—the credit for first introducing—and then also for 

rejecting—use of artificial randomization in the design of field experiments in economics.  

The reason that artificial randomization was ―in the air‖ (Levitt and List, p. 4) is because 

Student had helped to put it there years before, in a seminal Monte Carlo simulation he describes 

in his 1908 Biometrika article ―On the Probable Error of a Mean‖:
26

 

 

Before I had succeeded in solving my problem analytically [Student‘s z distribution], I 

had endeavoured to do so empirically. The material used was a correlation table 

containing the height and left middle finger measurements of 3000 criminals, from a 

paper by W. R. MacDonell (Biometrika, Vol. I., p. 219). The measurements were written 

out on 3000 pieces of cardboard, which were then very thoroughly shuffled and drawn at 

random. As each card was drawn its numbers were written down in a book, which thus 

contains the measurements of 3000 criminals in a random order. Finally, each 

consecutive set of 4 was taken as a sample—750 in all—and the mean, standard 

deviation, and correlation of each sample determined. The difference between the mean 

of each sample and the mean of the population was then divided by the standard 

deviation of the sample, giving us the z of Section III   

 

Student 1908, p. 13 

 

And the reason for Student‘s 1923 article was precisely to demonstrate the economic and 

statistical advantages and disadvantages of balanced versus random layouts of competing 

varieties in a small number of repeated experiments.  Levitt and List cite Student (1923) but they 

fail to mention its purpose and main finding, which is against randomization and in favor of 

balancing.  What they could have noted in their article but did not is that Student‘s pioneering 

rejection of randomization came two years before Fisher (1925) first wrote about randomization.  

Ironically, Student‘s approach was economistic through and through, though neglected by 

Levitt, List, and other experimentalists in the current generation. Student (1923, p. 281) 

compared 193 plots on 18 farms for 8 different varieties of barley grown in the barley regions of 

Ireland: 

                                                 
26

 I am not claiming that Student (1908) is the first use of artificial randomization in a formal 

statistical context.  That honor belongs to others, such as Peirce and Jastrow (1885) (Stigler 

1986, p. 253).  I am only claiming that Student‘s (1908, p. 13) simulation of the small sample z-

distribution for a profit-seeking firm (Guinness) is a seminal use of artificial randomization in 

experimental economics (see also: Pearson (1990)). 
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If now the plots had been randomly placed [rather than balanced in chessboard fashion], 

the variance of a comparison between two of the races would been approximately 228, 

and about 25 times as much ground would have been required to reduce the standard 

error of a comparison to 1%. 

 

From ―28 variances‖ (Student 1923, p. 282) calculated using Fisher‘s ANOVA structure, the 

Guinness scientist concluded: 

 

In other words, we have gained by chessboarding to the extent that we are as accurate as 

if we had devoted twice the area to plots randomly arranged. 

 

Going further, Student (1923, p. 285) introduced to Biometrika an improvement over chessboard 

and random, innovated by him and Beaven, ―The Half-Drill Strip Method‖, otherwise known as 

―ABBA‖ (Student 1938, pp. 364-378).  Student and his collaborator E.S. Beaven (1947) found in 

repeated experimentation that when testing a new variety or treatment against the standard 

variety or treatment  - crop or fertilizer, say - the half-drill strip method was more accurate and 

cost efficient than both chessboards and random: 

 

We now proceed to the most accurate method yet devised for field trials.   

      Student 1923, p. 285 

 

 

5. Student and the higher power of ABBA: Against the randomization thesis 

 

      Is there some design 

     In these deep random raindrops 

      Drying in the dust?     

Wright 1998, p. 34     

 

What made the half-drill strip or ABBA method so effective, compared to random and 

the other balanced designs?  In general if a variable in the environment exhibits a systematic 

spatial or temporal correlation with respect to the experimental output of interest then the 

allocation chosen by pure randomization is likely to bias results; coefficients will be wrong, 

inferences will be incorrect, and power – not to mention guesses about profitability - inadequate.  

This is as true of medical phenomena - Altman, Rothman, and others have found - as it is of 

social policy and development economics (Heckman and Vytlacil 2007; Bruhn and McKenzie 

2009; Ziliak 2010). 

For instance, in barley yield trials, a significance test based on artificial randomization 

does not control for a major source of error, Student showed – differential fertility of soil - and 

gives in general less valid results compared to balanced designs.  Early examples of balanced 

designs in crop yield trials are chessboard and Knight‘s move.   

Take the Knight‘s move, for example, balancing an 8x8 chessboard-type design.  

Suppose a brewer is comparing yield of 8 different varieties of barley in the field—as Student 

(1923) was —the 8 varieties matching the 8 rows and columns an actual chessboard.  How shall 

the seed be planted?  Knight‘s move says to balance the distribution of real sources of error (that 

is the diminishing marginal productivity of the land) by allocating seeds of a unique variety as 
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one would a Knight‘s piece in chess – plant Variety A in a block that is two up and one over 

from a block occupied by A; Variety B, again, like the Knight‘s move in chess, should be 

assigned to a block that is one down and two over from a block occupied by one of its own kind, 

and so forth, for each variety and permutation of the experiment, given the chosen n x k design 

and the number of experiments (farms) in the series. 

Take the simplest case, comparing yields of two different barleys, barley A (the standard 

variety) and barley B the new.   

In the 8x8 chessboard layout the experimental field has n= 64 blocks in which one may 

randomly or deliberately grow variety A or variety B.  (In a more complicated strategy, blocks 

may be further subdivided, such that individual blocks can grow seeds from A and B.  We will 

stick to the simple event that each block gets a unique ―treatment‖.)  A random assignment of A 

and B to blocks may produce, for example, the following pattern: 

 

A A A A A A B B 

A A A A A A B A                               (i)  

. . . . etc. 

Direction of increase in soil fertility (higher yielding soil) 

 

Another random draw may produce blocks of this sort: 

  

B B B B B A A B 

B B B B B A A A                              (ii) 

            . . . etc. 

Direction of increase in soil fertility (higher yielding soil) 

 

How precise are the estimated differences in average yields, A-B, or B-A, if fertility on the left 

side of the field is systematically lower than fertility on the right? Layouts such as (i) and (ii)—

though random—produce biased mean squared errors and parameter estimates with respect to a 

major source of fluctuation—differential soil fertility. In example (i) the As are bunched up and 

growing in the very worst soil; thus the yield of the Bs will be artificially high, and the real 

treatment difference, A-B, will be undetermined. 

Student found again and again that deliberate balancing—though adding to the 

―apparent‖ (Student 1938 , pp. 364-372) error, that is, to Type I error in ANOVA terms, actually 

reduces the real error of the experiment—minimizing Type 2 error and errors from fixed effects, 

such as non-random soil heterogeneity.   

       Examples (i) and (ii) suggest that whenever there is a systematically variant fertility slope 

(or other temporal or secular source of local and fixed effect) which cannot be artificially 

randomized, the systematic source of fluctuation cannot be ignored without cost: differences in 

yield will be correlated by local and adjacent fertility slopes—ground effects—any temporal or 

spatial or real difference which can‘t be randomized. Random layouts analyzed with Student‘s 

test of significance will yield on average more biased differences, A-B and B-A, and less ability 

to detect a true difference when the difference is large. 
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 By 1923 Gosset‘s solution for dealing with systematic sources of variation between A 

and B became (grammarians have to admit) perfectly balanced: he dubbed his balanced design of 

choice, ―ABBA‖ (Student 1938, pp. 364-378).  The ABBA layout is: 

 

 A B B A A B B A                             (iii) 

 A B B A A B B A               

 A B B A A B B A 

             . . . etc. 

 

One virtue of the ABBA design is that it minimizes bias caused by differential soil fertility.  

Given the built-in symmetry of ABBA, no matter what the trajectory or magnitude of differential 

fertility gradients, A‘s and B‘s are equally likely to be grown on good and bad soil.  Random 

throws of seed do not have this virtue, biasing mean yield differences, A-B. 

Yet ABBA brings additional statistical and economic advantages, too.  On the supply 

side, with ABBA the ease and cost of sowing and harvesting and calculating basic statistics on 

yield is plot-wise and block-wise reduced.  Compare the rows and columns of ABBA with the 

random rows and columns in (i) and (ii) above and it‘s easy to appreciate Student‘s sensitivity to 

supply side economic conditions. 

With ABBA there is no need for chaotic tractor driving while planting seed in blocks 

randomly dispersed; and thus with ABBA there is a lot less measurement error and loss of 

material at harvest and counting time (see Beaven 1947 for exact details of his and Student‘s 

procedure).  Imagine harvesting and counting up the mean difference in yield of strip A minus 

strip B, block by block, in the ABBA field versus the randomized and one can appreciate further 

still the efficiency of Student‘s balanced solution.  As Student told Fisher in the letter of 1923, 

―There must be essential similarity to ordinary [in this case, farming] practice‖ (Pearson (1938, 

pp. 163-164) shows how to adjust Student‘s test of significance to accommodate the ABBA 

structure.)  After all, ―[t]he randomized treatment pattern is sometimes extremely difficult to 

apply with ordinary agricultural implements, and he [Student] knew from a wide correspondence 

how often experimenters were troubled or discouraged by the statement that without 

randomization, conclusions were invalid‖ (Pearson 1938, p. 177). 

Fisher, for his part, rejected Student‘s ABBA and other balanced designs (see, for 

example, Fisher and Yates (1938), which fails to mention Student‘s methods). Student‘s (1938, 

p. 366) last article – which he worked on during the final months and days of his life and until 

the day he died – said to Fisher: 

It is of course perfectly true that in the long run, taking all possible arrangements, 

exactly as many misleading conclusions will be drawn as are allowed for in the tables 

[Student‘s tables], and anyone prepared to spend a blameless life in repeating an 

experiment would doubtless confirm this; nevertheless it would be pedantic to continue 

with an arrangement of plots known before hand to be likely to lead to a misleading 

conclusion. . . .  

In short, there is a dilemma—either you must occasionally make experiments 

which you know beforehand are likely to give misleading results or you must give up the 

strict applicability of the tables; assuming the latter choice, why not avoid as many 

misleading results as possible by balancing the arrangements? . . . To sum up, lack of 

randomness may be a source of serious blunders to careless or ignorant experimenters, 
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but when, as is usual, there is a fertility slope, balanced arrangements tend to give mean 

values of higher precision compared with artificial arrangements  

Student 1938, p. 366. 

 

 What about variance? What affect does balancing have on variance and thus on the level 

of statistical significance?   

―The consequence is that balanced arrangements more often fail to describe small 

departures from the ‗null‘ hypothesis as significant than do random, though they make up for this 

by ascribing significance more often when the differences are large‖ (Student 1938, p. 367).    

 

 

6. Illustration of ABBA and the Higher Power to Detect Large Treatment Effects 

 The intuition behind the higher power of ABBA
27

 and other balanced designs to detect a 

large and real treatment difference was given by Student in 1911 (compare Beaven 1947, pp. 

273-5).  ―Now if we are comparing two varieties it is clearly of advantage to arrange the plots in 

such a way that the yields of both varieties shall be affected as far as possible by the same causes 

to as nearly as possible an equal extent‖ (Student 1911, p. 128).  He called this part of his theory, 

to repeat, the principle of ―maximum contiguity‖ (Student 1923 [1942], p. 95)—a principle he 

put to work again and again, such as when he illustrated the higher precision and lower cost 

associated with a small-sample study of biological twins, to determine the growth trajectory of 

children fed with pasteurized milk, unpasteurized milk, and no milk at all, in ―The Lanarkshire 

Milk Experiment‖ (Student 1931a, p. 405).
28

   

                                                 
27

 Student‘s and Beaven‘s ABBA design is, formally speaking, chiasmus—one of the most 

powerful and influential design patterns in the history of language, music, religion, and science.  

What is chiasmus beyond the symmetric Greek symbol for chi, X, from which the term derives? 

Lanham (1991, p. 33) defines chiasmus as ―The ABBA pattern of mirror inversion‖.  Unaware of 

Student‘s ABBA, the classical rhetorician explains: ―Chiasmus seems to set up a natural internal 

dynamic that draws the parts closer together . . . The ABBA form,‖ he notes, ―seems to exhaust 

the possibilities of argument, as when Samuel Johnson destroyed an aspiring author with, ‗Your 

manuscript is both good and original; but the part that is good is not original, and the part that is 

original is not good‘‖ (p. 33).  Good, original, original, good: the ABBA layout.  James Joyce, 

another famous Dubliner in Student‘s day, wrote chiasmus in his novella Portrait of the Artist as 

a Young Man.  Other examples of chiasmus are by John F. Kennedy (―Ask not what your 

country can do for you; ask what you can do for your country‖) and by Matthew 23:11-12 

(―Whoever exalts himself will be humbled, and whoever humbles himself will be exalted"). In 

science, supply and demand and the double helix are two notable examples of chiasmus.   
28

 Student (1931a, p. 405) estimated that ―50 pairs‖ of [identical twins] would give more reliable 

results than the 20,000‖ child sample, neither balanced nor random, actually studied in the 

experiment funded by the Scotland Department of Health. ―[I]t would be possible to obtain much 

greater certainty‖ in the measured difference of growth in height and weight of children drinking 

raw versus pasteurized milk ―at an expenditure of perhaps 1-2% of the money and less than 5% 

of the trouble.‖ Karlan and List (2007, p. 1777) could have revealed more about the economics 

of charitable giving—for less—using a variant of Student‘s method. Instead the AER article 

studied n=50,083 primarily white, male, pro-Al Gore donors to public radio, not balanced.   
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 The power of balanced designs to detect real differences can be seen if one imagines 

doing as Student did, trying to maximize the correlation of adjacently growing varieties and/or 

treatments, the As and Bs.  He then measured the difference of yields of strips (A-B and B-A) 

which he situated as closely as practicable from the farming, botanical, and price points of view.  

At harvest time he noted that the tractor can easily collect the rows of As and Bs, providing the 

farmer has used ABBA to layout the field; and it is easy to see, other things equal, that random 

planting is more costly at harvest time: compared to the neat rows and strips of ABBA, random 

layouts require far more labor and driving around in the tractor, if possible after random sowing. 

 In ―Some Aspects of the Problem of Randomization: II. An Illustration of Student‘s 

Inquiry Into the Effect of ―Balancing‖ in Agricultural Experiment,‖ Egon S. Pearson (1938) – 

another skeptic not mentioned by the authors - clarified Student‘s theory of ABBA.
29

 Said 

Pearson (1938, p.  177): 

In co-operative experiments undertaken at a number of centres, in which as he [that is 

Gosset aka Student] emphasized he was chiefly interested, it is of primary concern to 

study the difference between two (or more) ―treatments‖ under the varying conditions 

existing in a number of localities.  

 

For treatments and/or varieties A and B, Student‘s idea is to estimate from the ABBA 

experiment: 

 

  xA = mA  +  δA  

and 

  xB = mB  +  δB 

 

and thus:     xA –  xB = (mA – mB) + δA – δB =  (mA –  mB) + ΔAB                  (iv)  

 

(Pearson 1938, pp. 163-164) where xi is the yield from the ith block or plot, mi is the yield in the 

ith block or plot to which a treatment has been applied (an unchanging value no matter the 

treatment) and δi is the real treatment in the block or plot.   

Students of Heckman, Friedman, and Zellner, for example, will not be surprised by what 

follows from Student‘s and Pearson‘s set up, which strives to achieve real error minimization. 

The comparative advantage of Student‘s and Pearson‘s ABBA design in repeated trials is: (1) 

ABBA enables explicit control of the m’s—the difference in growing conditions or other fixed 

factor whose influence you are trying to minimize, and (2) ABBA enables more control of the 

variance of Student‘s ΔAB‘s –the real treatment effects (or causes if you will) on yield, within and 

between farm fields.     

It has been said from an experiment conducted by this method no valid conclusion can be 

drawn, but even if this were so, it would not affect a series of such experiments.
30

  Each 

                                                 
29

 Box 10, brown folder, Egon Pearson Papers, University College London, Special Collections 

Library. 
30

 Beaven (1947, p. 293) reported after 50 years of experimentation on barley using his and 

Student‘s methods that selection of a new cereal takes ―about ten years‖ (p. 293) of repeated and 

balanced experimentation.  By the early 1920s three different varieties of barley, selected and 

proved by Beaven and Student, were grown on ―well over five million acres of land‖ (Beaven, 

xiv).  When Beaven died (in 1941) Guinness acquired ownership and continued to produce at the 



 
21 

 

is independent of all the others, and it is not necessary to randomize a series which is 

already random, for, as Lincoln said, ―you can‘t unscramble an egg‖.  Hence, the 

tendency of deliberate randomizing is to increase the error. 

       Gosset 1936, p. 118. 

 

Using a simple workhorse formula, Student showed that the ABBA layout—arranging 

varieties or treatments A and B close together in strips—reduces the standard deviation of yield 

differences by maximizing ρ—the  correlation between yields of the competing treatments and/or 

varieties, A and B.  The formula he used as the basis for measuring the variance of mean 

differences, A-B, he got in 1905 from Karl Pearson, during a July visit to Pearson‘s summer 

house: 

  

σ
2

A-B  = σ
2
 A + σ B

2
 - 2ρABσAσB   (v) 

 

where σ
2 
is variance and ρ is the Pearson correlation coefficient (Pearson quoted by Gosset 

1905a, 1905b, Guinness Archives; see also: E.S. Pearson 1939, p. 212).
31

 

Given the systematic way that the sun, wind, water, and other environmental features—

such as rabbit holes and fertility gradients—affect growth potential in a given block of any field, 

the spatial closeness and symmetry of ABBA maximizes the size of ρ—exactly what the analyst 

wants when high power, efficiency, and equal balance of confounding errors are goals. 

 The higher the correlation ρ between yields A and B the lower is the variance of their 

differences A-B and B-A.  Thus compared to random the ABBA design gets more statistically 

significant results when the differences between A and B are truthfully large—the power to 

detect is high when the effect size is large—exactly what the firm – such as a large scale brewery 

- wants when precision and profit are goals.  

Fisher‘s randomization—and the new field experiments—ignore the fundamental 

importance of the correlation coefficient, ρ; assuming independent and identically distributed 

                                                                                                                                                             

famous farm and malt house in Warminster, UK (http://www.warminster-

malt.co.uk/history.php). Contrast the new field experiments in economics, neither repeated nor 

balanced yet full of advice for going concerns (Herberich, Levitt, and List (2009),  Levitt and 

List (2009), Banerjee and Duflo (2011), and by now hundreds of others). 
31

 Though unaware of the Student-Pearson model for estimating the variance of real treatment 

effects in yield trials, Friedman (1953) used the same basic set-up to simulate the effect of a 

counter-cyclical expenditure (spent by a central government in search of full-employment) on the 

variance of aggregate income.  ―Let X(t) represent income at time t in the absence of the 

specified full-employment policy.  The full-employment policy,‖ Friedman said, ―may be 

regarded as having effects that add to or subtract from income.‖  Searching for something like 

Student‘s real treatment effect, δA – δB , Friedman continued: ―Let Y(t) represent the amount so 

added or subtracted from X(t), so that: Z(t) = X(t) + Y(t) represents income at time t. . . . What is 

the optimum size of σ
2

y?‖ Friedman asked. ―By a well-known statistical theorem σ
2

z  = σ
2
 x + σ 

y
2
 + 2rxy σ x σ y   where rxy is the correlation coefficient between X and Y‖ (Friedman 1953, pp. 

122-123).  Other things equal, the effect of the ―stabilizing‖ action depends in large part on the 

magnitude of the correlation coefficient, just as Friedman and others after Student and Pearson 

have demonstrated in a vast body of literature ignored by Levitt and List (2009).   

  

http://www.warminster-malt.co.uk/history.php
http://www.warminster-malt.co.uk/history.php
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observations in imaginary replications, artificial randomization seeks only to minimize σ
2
 A and 

σ B
2
.  Yet plot by plot as Student (1923, p. 273) said: 

The art of designing all experiments lies even more in arranging matters so that ρ 

[the correlation coefficient] is as large as possible than in reducing σ
2

x and σ
2

y [the 

variance]. 

 

The peculiar difficulties of the problem lie in the fact that the soil in which the 

experiments are carried out is nowhere really uniform; however little it may vary from 

eye to eye, it is found to vary not only from acre to acre but from yard to yard, and even 

from inch to inch.  This variation is anything but random [Student observes], so the 

ordinary formulae for combining errors of observation which are based on randomness 

are even less applicable than usual. 

 

Thus it is quite misleading when Levitt and List (2009, p. 4) assert that ―Gossett understood 

randomization and its importance to good experimental design and proper statistical inference.‖   

When estimating how ΔAB – the real treatment difference—varies from one set of 

conditions to another (for example from one farm to another) one is free to assume the validity of 

Student‘s table of t and test of significance.  Randomness—not randomization—is all that one 

needs to justify use of Student‘s table, Student persuasively noted in 1908 (Student 1908a, pp. 1-

2) and repeated in Student (1938).   

In Theory of Probability (1961), ―§4.9 Artificial Randomization,‖ the great Bayesian 

experimentalist Harold Jeffreys (not mentioned by Levitt and List) agrees with Student.  When 

fertility contours are present (and uniformity trials showed that they always were) ―there is an 

appreciable chance that [the differences in soil] may lead to differences that would be wrongly 

interpreted as varietal [as relating to the barley rather than to the fixed features of the soil; in 

medicine think of the pill and the different abilities of hearts]‖ (Jeffreys 1961, p.  242). ―Fisher 

proceeds . . . to make it into a random error‖ (p. 243; italics in original).
32

  But: 

Here is the first principle [Jeffreys said]: we must not try to randomize a systematic effect 

that is known to be considerable in relation to what we are trying to find. . . The 

[balanced] method of analysis deliberately sacrifices some accuracy in estimation for the 

sake of convenience in analysis.  The question is whether this loss is enough to matter, 

and we are considering again the efficiency of an estimate.  But this must be considered 

in relation to the purpose of the experiment in the first place.   

        Jeffreys 1961, p. 243 

 

Thus a well-designed field experiment in economics strives for efficiency, and for the power to 

detect a minimally important difference, with a low real error.  Fisher-randomization and 

significance, measured by the p-value, does not.  Said Jeffreys (1961, p. 244), again, citing 

Student (1923, 1938) as the source of his ideas:
33

 

There will in general be varietal differences; we have to decide whether they are large 

enough to interest a farmer, who would not go to the expense of changing his methods 

                                                 
32

  The ―it‖ is, in this case, the non-random distribution of soil productivity. 
33

  Jeffreys considered Student‘s methods to be in basic agreement with his own Bayesian 

approach (Jeffreys 1961, pp. 379, 393, 369-400).  Ziliak (2008) and Ziliak and McCloskey 

(2008) describe Student‘s early endorsement of Bayes‘s theorem in practical work. 
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unless there was a fairly substantial gain in prospect.  There is, therefore, a minimum 

difference that is worth asserting.        

       Jeffreys 1961, p. 243 

And to detect a minimum important difference, Student (1938) discovered in his last article - and 

Pearson‘s (1938, p. 177) simulations later confirmed - ―a definite advantage that seemed to be 

gained from balancing‖. Exactly as Student expected, Pearson found that when treatment and/or 

varietal differences grow large, the power curves of balanced and random designs cross, lending 

advantage of detection to balanced designs (see Figure 1; see also: Bruhn and McKenzie (2009)). 

Student put benefit and cost at the center of experimental design and evaluation.  Indeed, 

as Student wrote in an important letter of 1905 to Egon‘s father, Karl Pearson: 

When I first reported on the subject [of "The Application of the 'Law of 

Error' to the Work of the Brewery" (Gosset, 1904) ], I thought that perhaps 

there might be some degree of probability which is conventionally treated as 

sufficient in such work as ours and I advised that some outside authority in 

mathematics [such as Karl Pearson] should be consulted as to what certainty 

is required to aim at in large scale work.  However it would appear that in 

such work as ours the degree of certainty to be aimed at must depend on the 

pecuniary advantage to be gained by following the result of the experiment, 

compared with the increased cost of the new method, if any, and the cost of 

each experiment (Gosset 1905a; reprinted in Pearson (1939)).
34

 

 

For example, setting the optimal level of significance is not to be done conventionally or by 

―some outside authority in mathematics‖, Student said from the beginning of his statistical 

inquiries.     

 

 

     [Figure 1 about here] 

                                                 
34

 Compare Savage (1954, p. 116): ―In principle, if a number of experiments are available to a 

person, he has but to choose one whose set of derived acts has the greatest value to him, due 

account being taken of the cost of observation‖.  Contrast the purpose of experiments according 

to Gosset, Pearson, Jeffreys, and Savage with that of Fisher (1926, p. 504):  ―Personally, the 

writer prefers to set a low standard of significance at the 5 per cent point, and ignore entirely all 

results which fail to reach this level‖ (quoted in Ziliak and McCloskey 2008, p 46).   
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7.  The third wave thesis 

Student‘s simple yet exceedingly important point is that fertility contours in the land are 

non-random, they are systematic and regular, and this fact requires a degree of freedom to 

capture non-random plot-and-block specific contributions to error terms of mean squares of 

ANOVAs (Student 1923, p. 103).  The general point that Student proved and Fisher chose to 

ignore during the ―first wave‖ of field experiments is that artificial randomization gives less 

assurance, not more, when observations are spatially and/or temporally correlated and 

confounded by one or more variables.   

An important result follows: if real treatment variance is large with respect to the total 

error of the experiment, balanced designs will detect the large effects with higher probability 

than random.  But when real effects from treatments are small – when the experimental treatment 

is not much different from the company or industry standard (the control) - random designs 

generate ―significant‖ effects more often.  But as Student showed, the latter result is spurious, 

comparatively unpromising from the economic viewpoint, and higher in both total and marginal 

costs relative to balanced alternatives.   

Following Fisher‘s model, the Levitt and List study asserts in a single sentence only that 

―randomization bias is not a major empirical problem for field experiments of the kind we 

conducted‖ (L and L, p. 14) offering no evidence or explanation for their belief.  Moreover, 

Levitt and List do not discuss the vast body of evidence accumulated against completely 

randomized blocks during the ―first wave‖ of field experiments, beginning with Student‘s 

evidence. 

Levitt and List are hardly alone.  Varian (2011), the Chief Economist of Google, claims 

that randomized trials are ―the gold standard for causal inference‖ and ―ran about 6,000‖ of them 

Fisher‘s Random 

Student‘s Balance 

Figure 1.  Size of real treatment difference measured  
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in 2010—perhaps some of them on economists, unaware.  Duflo claims that field 

experimentalists have borrowed from medicine a ―‗very robust and very simple tool‘ . . . they 

subject social policy ideas to randomized control trials, as one would use in testing a drug. ‗This 

approach,‘ Duflo claims, ‗filters out statistical noise; it connects cause and effect‘‖ (quoted in 

Parker 2010, pp. 79-80). 

But that is not generally the case; that assertion has not been proven by the new field 

experimentalists.  Randomization plus a low level of Type I error is neither necessary nor 

sufficient for proving causality or advancing the economics of the firm.  As Heckman and 

Vytlacil (2007) put it, ―Randomization is . . . not an ideal or ‗gold standard‘‖. Fisher, an 

academic statistician, was well aware of this; but from 1925 and ever after, as Ziliak and 

McCloskey have shown, Fisher refused to acknowledge Student‘s economic and indeed 

beeronomic motives for experimenting in the first place.   

Yet in the private sector of the economy – where Student worked – experimentation is 

not an academic problem; it is a business problem.  Abstract validity and spurious ―significance‖ 

give way to profit and loss, quality assurance, and other substantive business goals.  In the early 

1900s, for example, the Guinness Brewery purchased more than 1 million barrels of malted 

barley annually, consuming in the form of Guinness stout about one-third of the annual Irish 

barley crop.
35

  Each time a new variety of barley or malt was introduced in bulk, the marginal 

cost to the firm could rise to millions of pounds sterling—and with the added uncertainty of 

brewing suboptimal beer.  Student needed confidence that observed treatment differences were 

real and profitable.  He needed to know the odds that an observed difference, however large, 

represented a real and meaningful difference. As Beaven (1947, p. 293) observed long ago, 

―[m]any of the ‗randomized‘ plot arrangements appear to be designed to illustrate statistical 

theory . . . only a trifling number of them so far have demonstrated any fact of value to the 

farmer‖. 

Balanced designs are thus more, not less, valid in the old Latin sense of validus and 

valere, meaning ―robustness‖, ―strength‖ and ―value‖ (Shorter Oxford English Dictionary, 2002).  

 Evidently the authors‘ third and final claim—the third wave thesis—must also be 

reconsidered.  As a matter of chronological fact, Student combined laboratory and field 

experiments in an industrial organization a full century before Levitt‘s and List‘s ―third wave‖.  

The theory of the firm is not likely to advance much by the addition of more randomized trials; 

balanced and repeated trials are, by contrast, more profitable and precise.
36

    

                                                 
35

 ―Comparative Statement of Financial Operations,‖ Arthur Guinness Son & Co. Ltd., GDB 

C004.06/0016), Guinness Archives, Diageo (Dublin); the figure does not include imports of 

barley and malt from abroad.  
36

 An anonymous referee questioned two of the more general claims made by Levitt, List, and 

others such as Banerjee and Duflo (2011): (1) that experiments are different from, and superior 

to, observations; and (2) that new field experiments are meaningfully different from field and 

laboratory experiments of the past.  The referee called both claims ―artificial‖—a view that 

might be shared by Student (1908, pp. 1-2) and Savage (1954, p. 118), for example.  Said Savage 

(1954, p. 118): ―Finally, experiments as opposed to observations are commonly supposed to be 

characterized by reproducibility and repeatability.  But the observation of the angle between two 

stars is easily repeatable and with highly reproducible results in double contrast to an experiment 

to determine the effect of exploding an atomic bomb near a battleship.  All in all, however useful 
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That is the scientific finding again and again, in economics as much as in epidemiology 

and medicine, as Heckman and Vytlacil and Deaton and Altman and Rothman and many others 

have shown.  Balanced designs have shown their higher power in discrete choice models by 

Carson, Louviere, and Wasi (2009), in agricultural economics, and by Bruhn and McKenzie in 

their massive survey comparing balanced and randomized designs in development projects 

related to the World Bank.   

Between the poles of perfect balance and pure randomness there exists of course a world 

of possible compromise.  Fisher‘s Latin square is, for example, both random and balanced ―thus 

conforming to all the principles of allowed witchcraft‖ (Student 1938, p. 365). 

Field experiments will continue to thrive, ―fooled by randomness,‖ as Taleb (2005) puts 

it.  Still it might pay to reflect on an article by Stigler (1982 [1969], p. 107), who foresaw from 

the annals of economic thought the current illusion of history and theory: 

 

The young theorist, working with an increasingly formal, abstract, and systematic corpus 

of knowledge, will . . . assume that all that is useful and valid in earlier work is present—

in purer and more elegant form—in the modern theory.   

  

                                                                                                                                                             

the distinction between observation and experiment may be in ordinary practice, I do not yet see 

that it admits of any solid analysis‖. 
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