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Smooth Transition Patterns in the
Realized Stock Bond Correlation

Abstract: This paper re-examines the joint distribution of equity and bond

returns using high frequency data. In particular, we analyze the weekly realized

stock bond correlation calculated from 5-minute returns of the futures prices of

the S&P 500 and the 10-year Treasury Note. A potentially gradual transition in

the realized correlation is accommodated by regime switching smooth transition

regressions. The regimes are de�ned by the VIX/VXO volatility index and the

model includes additional economic and �nancial explanatory variables. The

empirical results show that the smooth transition model has a better �t than a

linear model at forecasting in sample, whereas the linear model is more accurate

for out-of-sample forecasting. It is also shown that it is important to account

for di¤erences between positive and negative realized stock bond correlations.

Keywords: realized correlation; smooth transition regressions; stock bond cor-

relation; VIX index

JEL Classi�cations: C22; G11; G17



1 Introduction

This paper investigates the nature of the realized stock bond correlation us-

ing high frequency (5-minute) returns. So far, little attention has been given

to high frequency data in the stock bond correlation literature. We put for-

ward a smooth transition regression (STR) for the correlation with two extreme

regimes broadly corresponding to low volatility and high volatility states. This

speci�cation is attractive as it allows for a continuum of states between the two

extreme correlation regimes. We then analyze how well the model �ts stock

bond comovements by characterizing how much of the correlation is ascribed

to economic variables. Up to now, a number of methods have had a modest

degree of success in modelling the correlation using economic data, e.g. Baele,

Bekaert and Inghelbrecht (forthcoming). The STR model is new to the stock

bond correlation literature and we show it provides a promising methodology

to explore.

Understanding the nature of the stock bond correlation has crucial impli-

cations for asset allocation, risk management, and option pricing as these are

the two main asset classes. In particular, it is important to know whether stock

and bond returns are correlated and if so whether the correlation is positive or

negative and whether the correlation is strong or weak. For the same reasons

it is of interest to analyze the economic forces driving the time varying stock

bond correlation.

Most studies on high frequency data have focused on realized volatility with

only few recent papers analyzing the realized correlations between asset returns.

High frequency data are appealing in that they contain as much information

as possible and, therefore, may provide a more accurate correlation measure

compared to correlations from rolling windows based on historical data or those

from multivariate GARCH models using data of lower frequencies. The studies

by Audrino and Corsi (2008) and Christiansen and Ranaldo (2007) have recently

used high frequency data in the analysis of the stock bond correlation. The �rst

paper adopts a heterogeneous autoregressive model and shows that its out-

of-sample forecasts are more accurate than those of standard autoregressive

models (AR or ARMA). On the other hand, Christiansen and Ranaldo (2007)

look at how the stock bond correlation changes when (surprises to) scheduled

macroeconomic news are announced.

Recent years have seen a growing literature exploring the economic deter-

minants of the time varying stock bond correlations. For instance, Li (2002)

shows that the unexpected in�ation is the most important determinant of the

stock bond correlation and addresses the welfare e¤ects of correlation changes
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for investors. Ilmanen (2003) argues that stock bond correlations calculated by

rolling windows of historical data depend upon the business cycle of the macro

economy as well as upon the in�ation rate. Pastor and Stambaugh (2003) �nd

that changes in stock bond correlations are related to di¤erent levels of liquid-

ity. By advocating the use of regime switching models, Guidolin and Timmer-

mann (2006) argue for the role of the macro economy in determining correlation

regimes. In a similar spirit, Bansal, Connolly and Stivers (forthcoming) use a

Hamilton (1988) regime switching model and �nd regime shifts in the stock

bond correlation. They argue that the state of the regime switching model may

be linked to the VIX volatility index. Baur and Lucey (2009) uses the DCC

model of Engle (2002) and document signi�cant time variation in stock bond

correlations. The above analyses are mainly based upon daily data. At lower

frequencies (monthly data) and from a historical perspective, Yang, Zhou and

Wang (2009) investigate the correlations over the last 150 years and document

signi�cant di¤erences across the business cycle. On the other hand, Connolly,

Stivers and Sun (2007) and Connolly, Stivers and Sun (2005) reveal the impor-

tance of stock market volatility as a major determinant for correlations. Finally,

using quarterly data, Baele et al. (forthcoming) investigate various possible eco-

nomic sources of the stock bond correlation. Macroeconomic factors are found

to play only a minor role and, therefore, they conclude that the debate re-

mains open on how the time variation in the stock bond correlation is driven

by changing macroeconomic conditions.

The present paper contributes to the existing literature as follows. We test

for the signi�cance of various economic determinants of the realized stock bond

correlation. Unlike other studies in the literature, we augment the set of de-

terminants with the realized stock and bond returns and their corresponding

volatilities. We propose a STR model that identi�es two extreme regimes for

the realized stock bond correlation. These correspond to low volatility and high

volatility with a gradual change between the two volatility regimes. We fur-

ther �nd that the lagged realized stock bond correlation, the realized stock and

bond volatilities and the in�ation rate come out as important determinants of

the realized correlation across the regimes. These results are robust to di¤erent

forecast horizons and to the e¤ects of the realized correlation being positive and

negative. Nevertheless, although our STR model improves the �t of its linear

counterpart, it provides less accurate out-of-sample forecasts.

The remaining part of the paper is structured as follows. Section 2 introduces

the econometric framework. Section 3 contains the data description. Section

4 provides the empirical results based upon in sample estimations. Section 5
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considers out-of-sample results. Section 6 concludes.

2 The Smooth Transition Regression Model

One of the most prominent among the regime switching models in the macro-

economics area has been the smooth transition regression (STR) class of models

promoted by Teräsvirta and Anderson (1992), Granger and Teräsvirta (1993),

and Teräsvirta (1994). Modelling the realized stock bond correlation within the

STR context can be motivated by the fact that the regime switching mechanism

can be controlled by an observable economic determinant of the correlation. For

example, we can di¤erentiate between the impact of the stock market during pe-

riods when volatility is large and its impact on correlations during periods when

market volatility is low. In particular, the equation of interest is the 2-regime

STR model given by

FRCt = �xt + (�xt)F (
; c; st) + "t (1)

where FRCt is the realized correlation, � and � are parameters vectors, and

xt is a vector of predictor variables.1 The function F (
; c; st) is the transition

function, which is assumed to be continuous and bounded by zero and unity.

The variable st acts as the transition variable and is chosen from the vector of

predictor variables.

By writing Eq. (1) as

FRCt = (� + �F (
; c; st))xt + "t (2)

we can see that the model is locally linear in xt and that the combined parameter

vector (� + �F (
; c; st)) is a function of the transition variable st. As F () is

bounded between zero and one, the combined parameter �uctuates between �

and (� + �). � is the addition to the coe¢ cients when we are in the second

regime. Values of zero of the transition function identify regime one, and values

of unity identify the alternative regime. Then, values of F () between 0 and 1

would de�ne situations where the relationship is a mixture of the two regimes.

In the analysis of the realized stock bond correlation, this property makes it

possible to study how the correlation responds asymmetrically (possibly in a

smooth way) to changing macroeconomic conditions.

The practical applicability of the above speci�cation depends on how F ()

1FRCt is the Fisher transformation of the realized correlation. The exact de�nition is
provided below.
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is de�ned. One type of transition function used a lot in the literature is the

logistic function

F (
; c; st) =
1

1 + exp (�
 (st � c))
; 
 > 0 (3)

where the parameter c is the threshold between the two regimes, that is the

location of the transition function. The parameter 
 is the slope of the function

and determines the smoothness of the change in the value of the logistic function

and thus the speed of the transition from one regime to the other. When 
 !1,
F () becomes a step function and the transition between the regimes is abrupt,

(F () = 0 if st < c and F () = 1 if st > c). In this case, the model approaches a

threshold model. Finally, identi�cation requires 
 > 0.

A smooth transition between the two extremes may be an attractive para-

meterization because, from a theoretical point of view, the assumption of two

discrete regimes (like in threshold models) may sometimes be too restrictive

compared to the STR alternative where there is a continuum of states between

the two extremes. Nevertheless, the two viewpoints are not in con�ict since an

abrupt switch is a special case of the STR model and can therefore be treated

within the STR framework.

Estimation of the STR model in Eq. (1) is carried out by nonlinear least

squares (NLS), which is equivalent to the maximum likelihood estimation in

the case of normal errors. As pointed out by Granger and Teräsvirta (1993)

and Lundbergh and Teräsvirta (1998) STR models may not have a good �t

if there is heteroskedasticity in the data. Therefore, we use Newey and West

(1987) standard errors that allow for heteroskedasticity and autocorrelation.

Another issue that deserves attention is the selection of starting values for the

NLS estimation. Starting values for the STR are based on a parsimonious STR

with only the autoregressive component as regressor and the volatility index

VXO/VIX acting as the transition variable.2

3 Data Description

For the empirical analysis we use a number of time series all recorded at a weekly

frequency on Fridays. The sample covers the period January 1986 to May 2009

which gives us a total of 1,222 observations.

We obtain trade data from Tick Data on the futures contracts on the S&P

500 and the 10-year Treasury Note. They have the symbols SP and TY and

2All reported results have been obtained using EViews.
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trade at the Chicago Mercantile Exchange (CME) and the Chicago Board of

Trade (CBOT), respectively. We use the SP and TY to calculate the bond and

stock realized returns, the bond and stock realized volatilities, and the stock

bond realized correlation. The CME is open 9.00-15.15 (Eastern Standard Time)

whereas the CBOT is open 8.00-14.00. The CME and CBOT have overlapping

trading sessions from 9.00-14.00. Therefore, we calculate the 5-minute returns

on the SP and TY during 9.00-14.00 each day. Thus, we leave out the returns

during periods when both exchanges are not open (including overnight and

weekend returns).

The weekly realized stock return on the Friday in week t is denoted RRSPt
and it is calculated as the sum of all the 5-minute stock returns during that

week. Similarly, the weekly realized bond return on week t is denoted RRTYt.

The weekly realized stock variance on a given Friday is then the sum of all the

squared stock returns during that week. We use the square root of the realized

variance, the realized stock volatility. We let the symbol RV SPt indicate the

realized stock volatility in week t: The realized bond volatility for week t is

denoted RV TYt.
The realized stock bond correlation for week t is noted RCt. First, we

calculate the realized covariance for that week as the sum of the cross multiplied

5-minute stock and bond returns. Then, the realized correlation is the realized

covariance divided by the product of the realized bond and stock volatilities.

We make use of the Fisher transformation of the realized correlation which is

a continuous variable which is not bounded between �1 and 1. The Fisher
transform is given as:

FRCt =
1

2
ln

�
1 +RCt
1�RCt

�
: (4)

We make use of some further explanatory variables, namely the V XOt,

DTBILLt, INFt, and GDPt. The V XOt is the CBOE (Chicago Board of

Options Exchange) volatility index that is based upon the trading of options

on the S&P100 index. The launch of the V XO determines the starting point

of our sample. Before 2003 the V XO was denoted the V IX index, now the

V IX index measures the volatility of options on the S&P 500 index. The

V XO plays an important role in describing the relationship between bond and

stock returns, cf. Connolly et al. (2005). We use the short rate as explanatory

variable, similarly to Baele et al. (forthcoming). We use the �rst di¤erences

of the 3-month US Treasury Bill middle rate from the secondary market. The

T-bill rates are available from DataStream. This series of short rates is denoted

DTBILLt. We obtain a series of weekly in�ation rates, INFt, using US Core
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CPI available from the Bureau of Labor Statistics. The CPI data area available

monthly. From these we calculate the monthly in�ation rates as the log-returns.

Then for each week we use the most recent monthly in�ation observation. This

means that the in�ation variable will be constant for (most often) four weeks in

a row. We obtain a series of weekly GDP growth rates, GDPt. Again, these are

obtained from the monthly GDP �gures and are calculated in the same way as

the in�ation data.

All variables except the FRCt are standardized by subtracting their mean

and dividing by their standard deviation. Hereby they have mean zero and unit

variance. All variables are of the same magnitude and will ease the interpreta-

tion of the results, in particular the size of the coe¢ cients. Still, other features

of the variables are intact.

Figure 1 shows the graph of the realized correlation. The series starts out

being positive, at about 0.4, and then turns negative in the middle of the sample

period. Although the realized correlation is somewhat erratic, there are still

clear trends to be seen. It is noticeable that the realized correlation is both

positive and negative during the sample period.

Table 1 shows the descriptive statistics. The FRC has negative skewness

which implies that is has a long left tail, and its distribution is �at (mesokurtic).

The remaining variables all have positive skewness and are leptokurtic.

4 In Sample Results

Here we consider the results arising from estimating the STR model in sample.

First, we consider the so-called simple model. Second, we take into account

the di¤erences between positive and negative realized correlations in what we

denote the extended model. Third, we consider di¤erent forecast horizons.

4.1 Simple STR Model

In the simple model we predict four weeks ahead. We use the volatility index

lagged four weeks as the transition variable

st = V XOt�4: (5)

The VXO index represents the market expectations of 30-day volatility and is

constructed using the implied volatilities of a wide range of S&P 100 index op-

tions. It is a commonly used measure of market risk and economic uncertainty.

We get the following classi�cation of regimes for the realized stock bond corre-
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lation: When the VXO is low, we are in the low stock market volatility regime

and the parameters of the model are �. On the other hand, when the VXO is

high, we are in the high volatility regime and the parameters change smoothly

to (� + �). In particular, an alternative way of writing Eq. (1) is

FRCt =

(
�xt + "t F () = 0 low volatility regime

(� + �)xt + "t F () = 1 high volatility regime
(6)

The explanatory variables in the simple model are given as 4 week lagged

observations of a number of �nancial and macroeconomic variables:

xt =

(
1; FRCt�4; V XOt�4; RRSPt�4; RRTYt�4;

RV SPt�4; RV TYt�4; DTBILLt�4; INFLt�4; GDPt�4

)
(7)

The estimation results are shown in Table 2 (middle columns).

In the simple STR model, b
 = 0:9. This is a small value which implies that
the the transition from the low to the high volatility regime is fairly gradual

(in contrast to being abrupt).3 The parameter c is fairly large (bc = 4:2) which
implies that it takes large values of the transition variable to move from the low

volatility regime to the high volatility regime. Remember that all variables are

standardized to have zero mean and unit variance. Figure 2 plots the estimated

transition function versus the transition variable V XOt�4. Notice the very

gradual change between the two volatility regimes. To assist with the economic

interpretation of these regimes, Figure 3 (Panel A) shows the time series plot

of the transition function together with the NBER business cycle dates. As

seen, the high volatility regime picks up mainly the October 1987 crash and the

recession of 2008. Although the matching with NBER recession dates is by no

means direct, there is clearly an association during the recent recession.

In the low volatility regime, the autoregressive component, the realized stock

volatility, and the in�ation are all signi�cant in explaining the realized corre-

lation. For these variables there is a positive relationship so that the higher

the explanatory variable, the stronger is the stock bond correlation. It is also

clear that the autoregressive component is much stronger than the e¤ects from

realized stock volatility and from in�ation. In particular, the autoregressive

component is large but smaller than unity (0:86) so it has a positive and strong

autoregressive component. A large correlation today will then tend to be as-

sociated with a large correlation four weeks from now when we are in the low

volatility regime. Large in this context means both large positive and large neg-

3The parameter 
 has a large standard error which is a general problem arising in estimating
STR models. For more details, cf. Teräsvirta (1994), p. 213.
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ative. Ferland and Lalancette (2006) and Audrino and Corsi (2008) also �nd a

strong temporal dependence for the realized stock bond correlation.

On the other hand, in the high volatility regime the e¤ective slope coe¢ cients

are (� + �). None of the individual � coe¢ cients are signi�cant, but jointly they

are just signi�cant (Wald test gives rise to p-value of 9:9%).

Next, we conduct a number of joint Wald tests for the signi�cance of a given

explanatory variables in the low and high volatility regime simultaneously, H0 :

�j = �j = 0 (see Table 3). The lagged realized correlation, the realized stock

volatility, the realized bond volatility, and the in�ation come out as signi�cant

explanatory variables. From this we also learn that the realized returns (both

stock and bond), short rates, and GDP growth rates are unimportant for the

realized stock bond correlation.

A similar e¤ect for in�ation is found by Yang et al. (2009), but in addition

they �nd a signi�cant positive e¤ect for the short rate. Note, however, they

adopt a di¤erent procedure than ours: They use a multivariate GARCH model

with a smooth transition conditional correlation (STCC) to estimate the stock

bond correlation with the short rate and in�ation as the transition variables (one

each time). Instead, we calculate the realized stock bond correlation directly

from intradaily data. Another important di¤erence to Yang et al. (2009) is that

they use monthly data while we look at higher frequency data. The monthly

data interval may be too long for stock and bond prices as news is quickly

incorporated into these two types of liquid assets.

For sake of comparison, Table 2 (left columns) also shows the results from the

linear model estimated using OLS. In the linear model only the autoregressive

component and the in�ation are signi�cant in explaining the realized stock bond

correlation. Nevertheless, the explanatory power is large, in that the adjusted

R-squared is 0:685. Also, going from the linear to the STR model provides some

improvement in model �t, the adjusted R-squared increases slightly. However,

the improvement is small, which is also seen from the fact that the individual

� coe¢ cients are not signi�cant in the STR model. Finally, the root mean

squared error (RMSE) and the mean absolute error (MAE) of the �tted values

are slightly smaller for the simple STR model than for the linear model, which

implies a better in sample �t for the STR model.

4.2 Extended STR Model with Sign Dummies

We extend the simple STR model by considering the e¤ects of the realized

correlation being positive and negative. In particular, we introduce the dummy

variable which is equal to 1 when the realized correlation is positive, PosDt = 1
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if FRCt > 0 and 0, otherwise. We allow all coe¢ cients of the explanatory

variables in the STR model to depend upon the sign of the realized correlation

at the same time as the explanatory variable is dated. So, now the explanatory

variables are as follows:

xt =

8>>>>>>><>>>>>>>:

1; PosDt�4; FRCt�4; FRCt�4PosDt�4;

V XOt�4; PosDt�4V XOt�4; RRSPt�4; PosDt�4RRSPt�4;

RRTYt�4; PosDt�4RRTYt�4; RV SPt�4; PosDt�4RV SPt�4

RV TYt�4; PosDt�4RV TYt�4; DTBILLt�4; PosDt�4DTBILLt�4;

INFLt�4; PosDt�4INFLt�4; GDPt�4; PosDt�4GDPt�4

9>>>>>>>=>>>>>>>;
(8)

The results from estimating the sign dummy extended STR model are re-

ported in Table 2 (right columns). The explanatory power is higher for the sign

dummy extended model than for the simple model; the R-squared is higher and

the RMSE and MAE are smaller. The estimated slope parameter b
 = 34; so the
shift between regimes is rather fast. Moreover, now only a small value of the

V XO is necessary to shift regime (bc = 0:4). Still, the low volatility regime is the
most frequently visited regime in our sample. All this is clearly seen in Figure

2, which plots the transition function versus the transition variable V XOt�4. It

is also interesting to relate these regimes to the underlying business cycle. Fig-

ure 3 (Panel B) plots the time series of the transition function with the NBER

business cycle dates. Although erratic, the high volatility regime occurs around

the three o¢ cial recession periods of 1991, 2001, and 2008. Other historical

episodes that trigger regime switches to the high volatility regime include the

October 1987 crash and the �Asian �u�of 1997.

Moreover, for the extended STR model we �nd signi�cant di¤erences be-

tween the dependence structure when the stock bond correlation is positive and

negative; the joint Wald test has associated a p-value below 1% (results not

tabulated). So, we conclude that it is important to take the sign of the current

correlation into account when predicting future correlation.

We next test for the joint signi�cance of the various explanatory variables and

report the p-values of the Wald tests in Table 3. More speci�cally, for each vari-

able xj we test the following three hypotheses: f�j = �jD = 0g, f�j = �jD = 0g,
and f�j = �jD = �j = �jD = 0g. The same variables as in the simple STR model
are overall signi�cant (lagged realized correlation, V XO, realized stock volatil-

ity, realized bond volatility) with two exceptions: Interestingly, in the extended

model the V XO volatility turns out to be signi�cant and the GDP growth rate

is now signi�cant in place of in�ation. In addition, these variables are signi�cant

both in the low and high volatility regimes.
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As in the simple model, the lagged correlation is most important for ex-

plaining the current correlation in the low volatility regime. The autoregressive

behavior is stronger when the realized correlation is positive than when it is

negative (0:73 compared to 0:57). Moreover, the addition to the parameters in

the high volatility regime is statistically signi�cant (the joint Wald test gives

rise to a p-value below 1%). As in the simple model, the addition in the high

volatility regime to the lagged realized correlation parameter is negative, yet the

point estimate is much smaller, and it does not change the sign of the coe¢ cient.

4.3 Di¤erent Forecast Horizons

In this subsection we access the robustness of the results to di¤erent forecast

horizons. In addition to the base case of k = 4 we also estimate the model

considering k = 1 and k = 8 weeks ahead. For the simple STR model the

results are reported in Table 4.

It can be seen the results are qualitatively similar across the di¤erent hori-

zons. The upper regime continues to pick up episodes of high market volatility

while the most important element comes from the autoregressive component.

As wit the base case of k = 4, the lagged V XO, realized stock volatility, real-

ized bond volatility, and in�ation turn out to be the most signi�cant explanatory

variables. As expected, the explanatory power decreases as the horizon becomes

longer. Moreover, the change in the regime is more abrupt for the short horizon

(k = 1) than for the middle (k = 4) and long (k = 8) horizons. This is perhaps

not surprising given that in short horizons news is quickly incorporated into

assets prices in short horizons making the change in the regime quick as well.

Table 5 reports the results from the STR model with sign dummies for all

three horizons. Similar to the model without sign dummies the main �ndings

continue to hold across the di¤erent forecast horizons. As before, the explana-

tory power decreases with the horizon. Finally, as expected the sign dummy

model has a better �t to the data than the simple STR speci�cation.

5 Out-of-Sample Results

We now examine the out-of-sample forecasting ability of the STR models. We

use an expanding window for the out-of-sample estimation. The �rst window

covers the period January 1986 to March 2005. Using this window of obser-

vations we estimate the linear, simple STR, and extended STR models using

lagged explanatory variables with horizons of k = f1; 4; 8g. From these esti-

mated models we make an out-of-sample forecast of the realized correlation.
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Subsequently, the estimation window is expanded with one further observation

and the out-of-sample forecasting is repeated. So, the out-of-sample forecast

period runs from March 2005 to May 2009, thus providing 219 observations.

Table 6 shows the RMSE and the MAE values arising from the out-of-sample

forecasts of the three models and for the three forecast horizons. Interestingly,

the STR models do not improve on the linear benchmark Actually, the linear

model has the lowest RMSE and MAE values followed by extended STR model,

while the simple STR speci�cation delivers the least accurate forecasts. This

holds for all the forecast horizons. Similar results are obtained when focusing

on the recent �nancial crisis period (results not reported).

To provide more insight, Figure 4 plots the out-of-sample forecasts and the

actual realized correlation for the forecast horizon k = 4. In general, the linear

and the extended STR forecasts both track the actual realized stock bond cor-

relation quite well during the entire period. In fact, there are not big di¤erences

between the linear and the extended STR forecasts. In contrast, the simple STR

forecast lie well below the actual correlation at the end of the sample period.

Thus, it is mainly in the last part of the sample period that the simple STR

model provides poor forecasts.

6 Conclusion

This study documents time-varying patterns for the stock bond correlation over

macroeconomic conditions using high frequency data. High frequency data are

appealing in that they provide a more accurate correlation measure compared

to correlations obtained from rolling windows based on historical data or from

multivariate GARCH models using data of lower frequencies. The realized

stock bond correlation is described by smooth transition regressions (STR) with

two extreme regimes broadly corresponding to low volatility and high volatility

states. Unlike other studies in the literature, we augment the set of determi-

nants of the realized stock bond correlation with the realized stock and bond

returns and their corresponding volatilities.

Our results show that there is a rather gradual change between the low and

high volatility regimes. We further �nd that the lagged realized stock bond

correlation, the realized stock and bond volatilities, and the in�ation rate come

out as important determinants of the realized correlation across regimes. These

results are robust to di¤erent forecast horizons and to the e¤ects of the realized

correlation being positive and negative. Nevertheless, although the STR model

improves the �t of its linear counterpart, it provides less accurate out-of-sample
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forecasts.

As shown in the present paper, it is important to account for di¤erences be-

tween positive and negative realized stock bond correlations in an STR frame-

work. In future work, we believe it would be interesting to investigate further

the causes of the realized correlation being positive or negative even further.
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Table 1: Descriptive Statistics

Mean St.dev. Min Max Skew Kurt St min St max

RC 0.04 0.39 -0.81 0.78 -0.37 1.89 - -

FRC 0.03 0.43 -1.12 1.05 -0.42 2.18 - -

VXO 21.21 9.05 9.04 98.81 2.20 12.27 -1.35 8.58

RRSP 0.00 0.03 -0.28 0.18 -1.58 21.59 -11.53 -10.82

RRTY 0.00 0.01 -0.11 0.08 -1.20 20.00 7.55 6.81

RVSP 0.02 0.01 0.00 0.26 10.45 211.85 -1.01 22.41

RVTY 0.01 0.00 0.00 0.03 2.45 15.53 -1.68 8.85

DTBILL -0.01 0.13 -1.64 0.69 -2.25 28.61 -12.40 5.28

INF 0.00 0.00 0.00 0.01 0.54 3.52 -2.14 3.43

GDP 0.01 0.01 -0.02 0.02 -1.01 5.46 -3.83 2.08

The table (left columns) shows the descriptive statistics (mean, standard deviation, 
minimum, maxium, skewness, and kurtosis) for the following variables: realized correlation 
(RC), Fisher transform of RC (FRC), VXO index, realised stock return (RRSP), realized 
bond return (RRTY), realized stock volatility (RRSP), realized bond volatility (RVTY), 
short rate changes (DTBILL), inflation rate (INF), and the GDP growth rate (GDP). The 
table (right columns) shows the minimum and maximum of the standardized variables.



Table 2: Estimated STR Models

Coef T-stat Prob Coef T-stat Prob Coef T-stat Prob

β Cons 0.004 0.44 0.66 -0.032 -0.32 0.75 -0.208 -4.19 0.00

PosD 0.247 4.33 0.00

FRC(-4) 0.807 27.03 0.00 0.857 13.55 0.00 0.568 5.64 0.00

FRC(-4)*PosD 0.166 1.20 0.23

VXO(-4) -0.021 -1.26 0.21 -0.088 -1.52 0.13 -0.357 -6.62 0.00

VXO(-4)*PosD 0.427 6.18 0.00

RRSP(-4) -0.009 -1.41 0.16 -0.006 -0.62 0.53 0.004 0.18 0.85

RRSP(-4)*PosD -0.019 -0.71 0.48

RRTY(-4) -0.002 -0.24 0.81 -0.002 -0.22 0.83 0.004 0.21 0.83

RRTY(-4)*PosD 0.000 0.02 0.99

RVSP(-4) 0.036 1.61 0.11 0.099 2.80 0.01 0.380 5.54 0.00

RVSP(-4)*PosD -0.508 -5.96 0.00

RVTY(-4) -0.015 -1.48 0.14 -0.018 -1.44 0.15 -0.067 -2.73 0.01

RVTY(-4)*PosD 0.075 2.51 0.01

DTBILL(-4) -0.003 -0.48 0.63 0.000 0.01 1.00 0.000 -0.02 0.99

DTBILL(-4)*PosD -0.006 -0.20 0.84

INF(-4) 0.025 2.52 0.01 0.026 2.40 0.02 -0.008 -0.32 0.75

INF(-4)*PosD 0.013 0.45 0.65

GDP(-4) 0.013 1.42 0.16 0.016 1.24 0.22 0.090 4.35 0.00

GDP(-4)*PosD -0.105 -4.20 0.00

δ Cons 1.146 0.52 0.60 0.052 0.73 0.47

PosD 0.156 1.36 0.17

FRC(-4) -1.178 -1.26 0.21 -0.045 -0.38 0.71

FRC(-4)*PosD -0.153 -0.77 0.44

VXO(-4) -0.128 -0.41 0.68 0.387 6.07 0.00

VXO(-4)*PosD -0.601 -6.89 0.00

RRSP(-4) -0.003 -0.13 0.89 -0.009 -0.38 0.70

RRSP(-4)*PosD 0.008 0.19 0.85

RRTY(-4) 0.024 0.36 0.72 -0.029 -1.14 0.26

RRTY(-4)*PosD 0.034 0.78 0.44

RVSP(-4) -0.081 -1.36 0.17 -0.382 -5.36 0.00

RVSP(-4)*PosD 0.523 5.24 0.00

RVTY(-4) -0.096 -0.96 0.34 0.089 2.60 0.01

RVTY(-4)*PosD -0.100 -2.40 0.02

DTBILL(-4) -0.066 -0.92 0.36 -0.004 -0.15 0.88

DTBILL(-4)*PosD 0.007 0.18 0.85

INF(-4) 0.078 0.52 0.60 0.056 1.44 0.15

INF(-4)*PosD -0.025 -0.56 0.57

GDP(-4) 0.045 0.26 0.79 -0.061 -2.17 0.03

GDP(-4)*PosD 0.120 3.06 0.00

γ 0.914 1.11 0.27 34.272 1.16 0.25

c 4.152 2.08 0.04 0.380 12.67 0.00

R-squared 0.687 0.695 0.723

Adjusted R-squared 0.685 0.690 0.714

Akike IC 0.024 0.018 -0.046

Schwarz IC 0.066 0.110 0.130

RMSE 0.243 0.240 0.228

MAE 0.180 0.177 0.169

Simple STR Extended STRLinear Model

The table shows the results from estimating the linear, simple STR, and extended STR models.



Table 3: Wald Tests for Estimated STR Models

Simple

Hypothesis β=δ=0 β=0 δ=0 β=δ=0

FRC(-4) 0.00 0.00 0.41 0.00

VXO(-4) 0.27 0.00 0.00 0.00

RRSP(-4) 0.62 0.62 0.93 0.83

RRTY(-4) 0.94 0.89 0.52 0.64

RVSP(-4) 0.01 0.00 0.00 0.00

RVTY(-4) 0.04 0.02 0.03 0.07

DTBILL(-4) 0.50 0.87 0.98 0.97

INF(-4) 0.01 0.88 0.13 0.13

GDP(-4) 0.13 0.00 0.01 0.00

Extended 

The table shows the p-values associated with joint Wald tests for 
the reported hypotheses in the simple STR and extended STR 
models. 



Table 4: Estimated Simple STR Models across Horizons

Coef T-stat Prob Coef T-stat Prob Coef T-stat Prob

β Cons 0.006 0.94 0.35 -0.032 -0.32 0.75 -0.023 -0.22 0.82

FRC(-k) 0.887 58.11 0.00 0.857 13.55 0.00 0.930 10.65 0.00

VXO(-k) -0.033 -1.80 0.07 -0.088 -1.52 0.13 -0.132 -1.48 0.14

RRSP(-k) -0.014 -1.63 0.10 -0.006 -0.62 0.53 -0.021 -1.38 0.17

RRTY(-k) 0.001 0.11 0.91 -0.002 -0.22 0.83 0.033 2.43 0.02

RVSP(-k) 0.051 2.19 0.03 0.099 2.80 0.01 0.143 2.25 0.02

RVTY(-k) -0.015 -2.23 0.03 -0.018 -1.44 0.15 -0.014 -0.63 0.53

DTBILL(-k) -0.002 -0.28 0.78 0.000 0.01 1.00 0.006 0.44 0.66

INF(-k) 0.023 4.93 0.00 0.026 2.40 0.02 0.015 0.75 0.45

GDP(-k) 0.012 1.84 0.07 0.016 1.24 0.22 0.003 0.13 0.90

δ Cons -0.224 -3.35 0.00 1.146 0.52 0.60 -0.006 -0.01 0.99

FRC(-k) -0.292 -3.59 0.00 -1.178 -1.26 0.21 -0.594 -3.03 0.00

VXO(-k) 0.096 3.27 0.00 -0.128 -0.41 0.68 0.205 2.68 0.01

RRSP(-k) 0.027 2.25 0.02 -0.003 -0.13 0.89 0.026 1.20 0.23

RRTY(-k) -0.001 -0.05 0.96 0.024 0.36 0.72 -0.047 -1.57 0.12

RVSP(-k) -0.084 -3.09 0.00 -0.081 -1.36 0.17 -0.146 -1.81 0.07

RVTY(-k) 0.017 0.99 0.32 -0.096 -0.96 0.34 -0.058 -1.26 0.21

DTBILL(-k) -0.019 -1.21 0.23 -0.066 -0.92 0.36 -0.014 -0.43 0.66

INF(-k) 0.063 2.65 0.01 0.078 0.52 0.60 0.115 1.80 0.07

GDP(-k) -0.017 -1.30 0.19 0.045 0.26 0.79 0.030 0.70 0.48

γ 7.854 1.07 0.29 0.914 1.11 0.27 1.000

c 1.179 7.97 0.00 4.152 2.08 0.04 1.302 1.69 0.09

R-squared 0.807 0.695 0.646

Adjusted R-squared 0.804 0.690 0.640

Akike IC -0.440 0.018 0.164

Schwarz IC -0.347 0.110 0.253

The table shows the results from estimating the simple STR model at three different forecast horizons.

Horizon k=1 Horizon k=4 Horizon k=8



Table 5: Estimated Extended STR Models across Horizons

Coef T-stat Prob Coef T-stat Prob Coef T-stat Prob

β Cons -0.106 -2.90 0.00 -0.208 -4.19 0.00 -0.700 -0.86 0.39

PosD 0.160 3.47 0.00 0.247 4.33 0.00 0.260 0.36 0.72

FRC(-k) 0.728 10.31 0.00 0.568 5.64 0.00 0.449 1.48 0.14

FRC(-k)*PosD 0.051 0.56 0.57 0.166 1.20 0.23 0.801 1.01 0.31

VXO(-k) 0.005 0.31 0.76 0.004 0.18 0.85 -0.018 -0.41 0.68

VXO(-k)*PosD -0.036 -1.62 0.11 -0.019 -0.71 0.48 -0.100 -0.83 0.41

RRSP(-k) 0.010 0.77 0.44 0.004 0.21 0.83 0.074 1.00 0.32

RRSP(-k)*PosD -0.001 -0.08 0.94 0.000 0.02 0.99 -0.012 -0.19 0.85

RRTY(-k) -0.207 -4.96 0.00 -0.357 -6.62 0.00 -0.964 -1.32 0.19

RRTY(-k)*PosD 0.253 4.60 0.00 0.427 6.18 0.00 0.969 1.19 0.23

RVSP(-k) 0.202 3.95 0.00 0.380 5.54 0.00 0.637 1.81 0.07

RVSP(-k)*PosD -0.264 -4.01 0.00 -0.508 -5.96 0.00 -0.976 -1.58 0.11

RVTY(-k) -0.033 -1.89 0.06 -0.067 -2.73 0.01 0.069 0.52 0.60

RVTY(-k)*PosD 0.044 2.06 0.04 0.075 2.51 0.01 0.009 0.09 0.93

DTBILL(-k) -0.020 -1.07 0.28 0.000 -0.02 0.99 -0.032 -0.53 0.60

DTBILL(-k)*PosD 0.024 1.10 0.27 -0.006 -0.20 0.84 0.029 0.39 0.70

INF(-k) 0.010 0.53 0.60 -0.008 -0.32 0.75 -0.046 -0.60 0.55

INF(-k)*PosD 0.001 0.06 0.95 0.013 0.45 0.65 -0.045 -0.43 0.67

GDP(-k) 0.032 2.25 0.02 0.090 4.35 0.00 0.048 0.86 0.39

GDP(-k)*PosD -0.022 -1.23 0.22 -0.105 -4.20 0.00 -0.046 -0.57 0.57

δ Cons 0.026 0.41 0.68 0.052 0.73 0.47 0.917 0.80 0.43

PosD 0.187 1.57 0.12 0.156 1.36 0.17 0.083 0.06 0.95

FRC(-k) 0.013 0.13 0.89 -0.045 -0.38 0.71 0.181 0.41 0.68

FRC(-k)*PosD -0.410 -2.24 0.03 -0.153 -0.77 0.44 -1.607 -1.65 0.10

VXO(-k) -0.007 -0.38 0.71 -0.009 -0.38 0.70 0.007 0.13 0.90

VXO(-k)*PosD 0.068 1.43 0.15 0.008 0.19 0.85 0.190 1.26 0.21

RRSP(-k) -0.029 -1.31 0.19 -0.029 -1.14 0.26 -0.106 -1.17 0.24

RRSP(-k)*PosD -0.002 -0.03 0.97 0.034 0.78 0.44 0.025 0.24 0.81

RRTY(-k) 0.225 4.77 0.00 0.387 6.07 0.00 0.990 1.42 0.16

RRTY(-k)*PosD -0.418 -6.02 0.00 -0.601 -6.89 0.00 -1.201 -1.63 0.10

RVSP(-k) -0.210 -3.87 0.00 -0.382 -5.36 0.00 -0.600 -1.65 0.10

RVSP(-k)*PosD 0.312 2.87 0.00 0.523 5.24 0.00 1.086 1.67 0.10

RVTY(-k) 0.048 1.91 0.06 0.089 2.60 0.01 -0.185 -1.12 0.26

RVTY(-k)*PosD -0.072 -2.09 0.04 -0.100 -2.40 0.02 0.049 0.31 0.75

DTBILL(-k) 0.023 1.00 0.32 -0.004 -0.15 0.88 0.038 0.49 0.62

DTBILL(-k)*PosD -0.072 -1.56 0.12 0.007 0.18 0.85 -0.012 -0.10 0.92

INF(-k) 0.021 0.61 0.54 0.056 1.44 0.15 0.102 1.02 0.31

INF(-k)*PosD 0.021 0.47 0.64 -0.025 -0.56 0.57 0.140 0.95 0.34

GDP(-k) -0.012 -0.65 0.51 -0.061 -2.17 0.03 -0.003 -0.04 0.97

GDP(-k)*PosD -0.002 -0.06 0.95 0.120 3.06 0.00 -0.011 -0.09 0.93

γ 9.175 1.57 0.12 34.272 1.16 0.25 1.010 2.22 0.03

c 0.378 4.54 0.00 0.380 12.67 0.00 -0.198 -0.18 0.86

R-squared 0.817 0.723 0.679

Adjusted R-squared 0.811 0.714 0.668

Akike IC -0.460 -0.046 0.101

Schwarz IC -0.284 0.130 0.278

The table shows the results from estimating the extended STR model at three different forecast horizons.

Horizon k=1 Horizon k=4 Horizon k=8



Table 6: Out-of-Sample Results

Horizon k=1 k=4 k=8

RMSE Linear Model 0.226 0.290 0.309

RMSE Simple STR 0.256 0.366 0.335

RMSE Extended STR 0.236 0.306 0.355

MAE Linear Model 0.172 0.214 0.234

MAE Simple STR 0.196 0.269 0.250

MAE Extended STR 0.183 0.227 0.263

The table shows the RMSE and MAE for the linear, simple STR, and 
extended STR models at three different out-of-sample forecast horizons.



Figure 1: The Weekly Realized Stock Bond Correlation
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Figure 2: Estimated Transition Function against Transition Variable (VXO)
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Figure 3: Estimated Transition Functions

Panel A: Simple STR Model

Panel B: Extended STR Model
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Figure 4: Out-of-Sample Forecasting
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