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Abstract

In many countries, exports are highly concentrated among a few “superstar” firms. We
estimate the export decisions of superstar firms as the result of a complete information, simul-
taneous, discrete choice, static entry game. We employ a dataset on the universe of Danish
trade transactions by firm, product and destination. We also obtain detailed information on
applied, preferential tariff protection from the MAcMap-HS6 database. We find evidence of
strong negative competitive effects of entry: in the absence of strategic competitive effects, firms
would be 54.3 percentage points more likely to export to a given market. Next, we run two
counterfactual exercises. We show that failing to account for the strategic interaction among
superstar exporters leads to: (i) overstating the probability that firms would start exporting
to a market following tariff elimination by 8 percentage points; and, (ii) overstating the prob-
ability that firms would stop exporting to a market if tariffs were imposed by 7.5 percentage
points. We also show that competitive effects vary across export markets and competitors.
This heterogeneity in the competitive effects implies that there exist multiple equilibria, both

in the identity and in the number of firms.
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1 Introduction

In many countries, exports are highly concentrated among a few “superstar” firms (Freund &
Pierola, 2015). For example, in the United States, the top 1 percent of exporters accounted
for 80 percent of total exports in 2000 (Bernard et al., 2007). In Denmark, the top 1 percent
of exporters accounted for 47 percent of total exports in 2007, and, on average, the top 5
firms in an industry accounted for 80 percent of exports. Motivated by these observations, we
conduct an empirical analysis of export decisions where superstar firms behave strategically.
Then, we use our estimated model to run a counterfactual exercise and investigate the effect
of a tariff policy change on the export decisions of the superstar firms.

Our main objective is to contribute to the understanding of the role of superstars in
international trade. Despite the dominance of a few large exporters in world trade, trade
models have traditionally relied on a monopolistic competition setting, where firms are in-
finitesimal in scale, take prices as given, and compete non-strategically (see Neary, 2010).
Recently, trade economists have been developing new theoretical models with oligopolistic
markets, i.e., markets where only a few dominant firms compete.! These new models feature
firms that behave strategically, so that the decision of each firm is influenced by the deci-
sions of its competitors. However, this literature remains to date mostly theoretical, and the
prediction that the export decisions of oligopolistic firms are interdependent has not been
tested empirically. In this paper, we aim to fill this gap in the literature.

To develop our analysis, we apply the econometric approach in Ciliberto & Tamer (2009)
to model the export decisions of firms as a complete information, simultaneous, discrete
choice, static, entry game. Compared to previous studies on firms’ export decisions, the
unit of analysis is not the individual firm but the market, defined as an industry-destination
combination; and the outcome of interest is the market equilibrium, defined as a vector of
market-specific participation decisions of all Danish superstars. The key assumption is that
a firm enters an export market only if it makes non-negative profits. To solve the game we

use the notion of Nash equilibrium, whereby all firms are maximizing profits and no firm

1See, in particular, Eaton et al. (2012), Bekkers & Francois (2013), Parenti (2013), Koska & Stéhler (2014)
and Neary (2015). There is an earlier literature of oligopolistic markets and trade building on Brander (1981)
and Brander & Krugman (1983), but this literature has arguably remained much less influential than either
the perfect competition or monopolistic competition settings; see Neary (2010) for a review.



would want to unilaterally change its participation decision. In a discrete choice setting, this
leads to a set of moment inequalities, which we estimate using Ciliberto & Tamer (2009).

The main parameters of interest in our empirical model are the effects of the strategic
interaction, or “competitive effects”, which capture the effect that a firm’s export decision
has on its competitors’ export decisions. Standard models of oligopoly predict a negative
effect, as a competitor’s market entry reduces other firms’ profits, and thus entry. However,
positive effects are possible in the presence of positive externalities including informational
spillovers, which are particularly important in an international trade context.? While the ear-
lier literature on entry games assumes, for identification reasons, that this competitive effect
is known to be negative (see Bresnahan & Reiss (1990) and Berry (1992)), the econometric
approach of Ciliberto & Tamer (2009) allows for both positive and negative effects.

We use two datasets in our analysis. First, we employ a register database provided by
Denmark Statistics, which covers the universe of trade transactions by firm, product and
destination. This database allows us to identify superstar exporters and to empirically model
their export decisions. Second, we obtain detailed information on applied, preferential tariff
protection in 2007 from the third version of the MAcMap-HS6 database (Guimbard et al.,
2012). The database covers tariffs by product and destination and can therefore be merged
with the register database. We use these data to run our policy experiments.

We find evidence of strong negative competitive effects. On average, in the absence
of competitive effects superstar firms would be 54.3 percentage points more like to export
into a market. This implies that the presence of other Danish competitors in a specific
export market significantly reduces profits and hence export participation. This finding has
important implications for trade policy. As trade is liberalized, positive effects on profits are
counter-balanced by negative effects due to competitor entry. Estimates that do not take
these competitive effects into account will therefore overestimate the entry response due to

trade liberalization.

2The literature on export spillovers shows that firms are more likely to start exporting to markets already
served by other domestic firms; see inter alia Aitken et al. (1997) and Koenig et al. (2010). Choquette &
Meinen (2015) present evidence on positive export spillovers based on Danish data. We differ from this
literature in two respects. First, we focus on superstar exporters, i.e., the set of firms for which strategic
interactions may be relevant. Second, we estimate an equilibrium model for the market outcome, which
allows us to explicitly take into account the simultaneity of export decisions.



We run two counterfactual exercises in order to quantify these biases. First, we simulate
the effects of eliminating tariffs in markets where tariffs are imposed. Secondly, we simulate
the effects of introducing tariffs in markets where trade is duty-free. In both exercises, we
compute the new equilibria for the export markets, and compare results with and without
competitive effects between firms. In our first counterfactual exercise, we find that eliminat-
ing tariffs would increase the probability that at least one firm exports into a given market by
30.5 percent. In the absence of competitive effects, the same probability would increase by
38.5 percent. Thus, failing to account for the strategic interaction among superstar exporters
will lead to overstating by 8 percentage points the probability that at least one firm exports
following tariff elimination. In our second counterfactual exercise, we find that introducing
tariffs would decrease the probability that at least one firm exports into that market by
37.4 percent. In the absence of competitive effects, this probability would increase by 44.9
percent. In sum, the effect of changing tariffs would be overestimated in a model that does
not allow for the strategic interaction among firms.

Finally, we show that the competitive effects vary across firms and destinations: they
are smaller, the bigger the GDP of the destination country, and they are larger the more
geographically distant the destination country. Thus, competitive effects are more important
in destinations which are harder to enter. We also find that a given superstar’s effect on its
competitors’ export decisions depends on the number of other countries where the firm is
exporting a variety. The larger this number, the more likely it is for its competitor to export
to the given destination. Firms that serve many export markets may have a high visibility
to their competitors, resulting in a larger potential for informational spillovers. Another
explanation is that firms that serve a large number of other export markets may compete
less aggressively in a given destination, because each destination has a lower importance for
their overall exports. Relatedly, these heterogeneous competitive effects imply that there
exist multiple equilibria, both in the identity and in the number of firms. Thus, the flexible
methodology proposed by Tamer (2003) and Ciliberto and Tamer (2009) is appropriate to
study the strategic behavior of superstar exporters.

Our research contributes to two strands of the empirical international trade literature.

First, we contribute to the literature on the determinants of firms’ export market decisions.



In highly influential work, Roberts & Tybout (1997), Bernard & Jensen (2004), Das et al.
(2007) have investigated the role of firm characteristics (such as productivity, size, and
previous export experience) as determinants of firms’ export decisions. These papers have
treated observations on individual firms as independent. In contrast, we model the export
decision as the outcome of oligopolistic strategic interactions. Second, we contribute to the
growing literature on the importance of large firms for aggregate fluctuations (di Giovanni
& Levchenko, 2012) and on the role of superstar exporters as drivers of export patterns and
revealed comparative advantage (Freund & Pierola, 2015). We augment this literature by
modeling the strategic interaction between large exporters in their export market choices.

We also contribute to the empirical trade literature by studying the policy implications
of strategic interaction between superstar exporters. Here, we build on previous studies that
have found positive effects of tariff liberalization on export participation (Bernard et al.,
2011; Buono & Lalanne, 2012). We extend this line of work by showing that the direct
(positive) effect on profits as trade is liberalized is partly offset by an indirect (negative)
effect resulting from the entry of competitors.?

Finally, we contribute to the empirical literature on models with moment inequalities,
which has been steadily growing in the last few years. In particular, this literature includes
studies on peer effects in fertility decisions (Ciliberto et al., 2016), substance abuse treatment
clinics’ location choice (Cohen et al., 2013), the decision of churches to provide child care
services (Rennhoff & Owens, 2012), the nature of bargaining between hospitals and insurers
in the United States (Ho & Lee, 2017), the hospital referral patterns of doctors in the United
States (Ho & Pakes, 2014), and the diffusion of Walmart (Jia, 2008; Holmes, 2011). Our
paper complements Morales et al. (2017) and Dickstein & Morales (2016). Both of these two
papers use moment inequality conditions, the first one to show that having similarities with
a prior export destination in geographic location, language, and income per capital jointly
reduces the cost of foreign market entry; the second one to show that larger firms possess
better knowledge of market conditions in foreign countries. The key difference between our

paper and these two papers is that in our paper firms behave strategically when deciding

3 An earlier theoretical literature starting with Brander & Spencer (1985) analyzes how governments may
use strategic trade policy to shift profits from foreign to domestic firms. Here, instead, we only consider the
effects of trade policy on the strategic interaction between domestic firms.



whether to export to a country, while in Morales et al. (2017) and Dickstein & Morales
(2016) the firms are assumed to behave as monopolistically competitive firms.

This paper proceeds as follows. Section 2 presents the empirical approach. Section 3 in-
troduces the data and discusses observed market structures. Sections 4 and 5 present results
from single agent (probit) estimations and the equilibrium model, respectively. In Section 6
we do comparative statics exercises to measure the effect of changes in the exogenous vari-
ables on the export propensity of the firms. In Section 7 we perform our two counterfactual
exercises where we eliminate tariffs in markets that have positive tariffs, and we introduce

tariffs in markets that do not have tariffs. Section 8 concludes.

2 Empirical Model of Export Decisions

We build on previous models on export market entry (see, e.g., Roberts & Tybout, 1997),
with the key innovation being that we allow for strategic interaction among superstar ex-
porters. Our unit of observation is a market and the outcome of interest is the market
equilibrium, i.e., the vector of export decisions of all potential entrants in the market. This
is in contrast to the previous literature on firms’ export market choices, which considers each
firm’s export decision in isolation.

We define a market m = 1,...,N,, as a combination of an industry [ = 1,..., N;
and country of destination ¢ = 1,..., N.. For example, I might be the chocolate and
confectionery industry, while ¢ could be Germany. More detail on the market definition is
provided in Section 3.1.

A firm is a potential entrant in market m if it serves industry I in at least one of the
export destinations. Thus, firms that do not export are not included in the analysis, and
some firms may serve more than one industry. Formally, in each market m, there is a set of
1 =1,... K, potential Danish entrants. To ease exposition, and following the terminology
in the trade literature, we refer to a firm within an industry as a ‘variety’.

A market structure is the vector of equilibrium export decisions y,, = (Yim, - - - Y, m)s
where y;,, is equal to 1 if variety i serves market m, and it is equal to 0 otherwise. Notice

that only Danish varieties are included because we do not observe the export decisions of



foreign or third country competitors. This modeling approach is driven by data availability,
but can be motivated by the work of Feenstra et al. (2014), who show that products from
different origins (e.g., Denmark vs. the United States) are imperfect substitutes.
Following Roberts & Tybout (1997), the profits of the exporters are modeled with a
reduced-form expression of exogenous competitor and market characteristics that are ob-

servable to producers.® The profit of variety 7 in market m is given as follows:

Tim = X, a+ 2, 3+ Zyjm51 + Zyjm - Zjim - 01 + Zyjm « Xpm  Op + €im, (1)
J#i J#i J#i
for ¢, 7 € I. In this profit function, X,, = (X1, ..., Xm.ny ) is a vector of Nx market-specific
variables, for example the geographical distance from Denmark. Z;,, = (Zim 1, - .. Zimn,) 1S
a vector of Ny competitor- and market-specific variables, for example the number of other
destinations to which variety i is exported. & = (a,...any) and 8 = (54, ... n,) are the
corresponding parameter vectors to estimate.

€;m 18 unobserved by the econometrician, but we maintain that it is observed by all players
in market m. Thus, we model the decision of a superstar firm to export its variety < € I to
destination ¢ in the context of a complete information, simultaneous move, static discrete
choice game. This is the same modeling assumption made in Bresnahan & Reiss (1990),
Berry (1992), Mazzeo (2002), Tamer (2003) and Ciliberto & Tamer (2009). We maintain
that in each market firms are in a long-run equilibrium.

The key parameters of interest that capture the effect that a firm’s export market presence
has on its competitors’ profits are d;, d;, and d,. The parameter §; captures the constant
effect that a firm’s presence has on the profits of its competitors. [ is one of the variables in
Z;,,, and the parameter §; measures whether the competitive effects change with changes in
this firm-specific variable. Finally, A denotes one of the variables in X,,, and the parameter

0y, captures how competitive effects vary across markets with changes in this market-specific

4In particular, Feenstra et al. (2014) find that the median estimate of the “micro” elasticity of substitution
between different sources of imports stands at 3.24, while the “macro” elasticity between imports and
domestic production is typically lower.

®An important difference between our work and Roberts & Tybout (1997) is that they look at a dynamic
model of (single firm) entry, while we look at a static model of strategic entry with multiple firms. Because
they use a panel dataset and estimate a dynamic model, Roberts & Tybout (1997) can control for whether
a firm was already exporting the period before, and use that variable to estimate the sunk costs of entry.



variable.

Importantly, the model allows for both positive and negative effects of competitors on
profits. This flexibility is crucial because the literature on export spillovers allows for positive
interactions between firms in their export market decisions; see inter alia Aitken et al. (1997),
Koenig et al. (2010) and Choquette & Meinen (2015). The idea is that firms may benefit
from the export experience of their peers, e.g., due to informational spillovers, network
effects, external scale economies in serving export markets, or other positive externalities.
On the other hand, standard models of oligopolistic markets would predict negative effects of
competitor entry on profits. This will be the case if competition between Danish producers is
fierce, and the presence of other Danish competitors on the export market therefore reduces
sales and profits. Whether the net effect of these opposing forces is positive or negative is
an empirical question, and will determine the sign of the competitive effects 1, d;, and dy,.

From here on, @ denotes the vector of the parameters to be estimated.

In each market, a firm decides to export its variety ¢ as long as 7, > 0. This leads to
a set of inequality conditions for all potential entrants within a market, where each firm’s
decision affects its competitors’ decision via the competitive effects d;, J;, and d,. In each
market, we therefore have a system of K, simultaneous inequalities (recall that K, is the
number of potential entrants in the market).

We use the pure strategy Nash Equilibrium solution concept to solve this entry game.
A set of export decisions is an equilibrium outcome of the game if no individual firm can
improve her pay-off by individually changing her action, taking the actions of all other
potential entrants into account.

In their path-breaking contribution, Bresnahan & Reiss (1990) show that with more than
two firms one must assume away any heterogeneity across firms in the effect of observable
determinants of profits in order to have a model with a unique equilibrium in the number
of firms. However, in three-player games, for example, where one firm is large and the other
two firms are small, there can be multiple equilibria where one equilibrium includes the large
firm as a monopolist while the other equilibrium has the smaller two firms as duopolists.
In our analysis, one of the competitor-and-market specific variables affects the competitive

effects across firms (through the parameter ¢;), which, in turn, may lead to the existence



of multiple equilibria. Ciliberto & Tamer (2009) provide a methodology that allows general

forms of heterogeneity in the effect of the observable determinants of profits.

2.1 Identification

We now briefly discuss the identification and estimation methodology, and refer to Ciliberto
& Tamer (2009) for a more detailed and comprehensive presentation.

The fundamental identification problem that we face is the one that Manski (1993) called
the “reflection” problem. Firms might be exporting to the same destination because of
exogenous (contextual) effects, for example, because a market is particularly attractive.
Firms may export because of correlated effects, such as common supply or demand shocks
(unobservable to the econometrician), so that firms’ export decisions may be correlated
even absent any interdependence in export decisions. Finally, the export decision is also
determined by the strategic interaction between the firms (endogenous effects). One crucial
concern is that if industry- or market-specific unobserved common shocks affect all potential
competitors in a market and are not accounted for, we might find a spuriously positive sign
for the competitive effects, 41, §;, and dy,.

Our equilibrium approach permits us to identify the competitive effects because we model
the strategic interaction through a classical simultaneous equation system. To begin with, the
exogenous variables in X,,, and Z;,, control for the exogenous observable factors that make
exporting into a specific market particularly attractive. We also exploit exogenous variation
across markets in the number of potential entrants, K,,. In particular, when there is only one
potential firm in the market, the model reduces to the probit case, and the parameters of the
exogenous variables can be point identified. As in Ciliberto & Tamer (2009), we maintain
that we have a random sample of observations (y,,, Xy, Zm),m = 1...N,,, and N,,, — oo.

To identify the competitive effects we use instrumental variables that affect the decision
of one firm to export to a market, without affecting the decision of its competitors. As in
Ciliberto & Tamer (2009), exclusion restrictions play an important role in identification. In
our specification of the profit function, the vector of competitor characteristics Z;,, enters

only variety ¢’s profit and thus fulfills the exclusion restriction. These variables shift the



return to export of variety ¢ without shifting the returns to export of its competitors. In
our main specification, one of the variables in Z;,, is also allowed to affect the profits of
other firms directly (via the parameter ¢;). In that case the variable is not considered an
instrumental variable in the estimation.

Finally, we maintain that the random vector € is continuously distributed on R¥ inde-
pendently of X = (X,... Xk) and has a joint distribution function F' that is known to the

econometrician. More specifically, we model ¢;,, as the sum of four components:

First, we allow for random demand or supply shocks that are common across markets for a
given variety, here denoted by n;. Second, we include random shocks to profitability that are
common for all competitors in a given market, here denoted by 7,, (where m is a combination
of an industry I and a destination ¢). Next, we include a component that is common across
markets and varieties for a given industry, n;. Finally, there is an idiosyncratic component
Nim- All components are assumed to be drawn from standard normal distributions, and

therefore we do not estimate the variance-covariance matrix.

2.2 Estimation

The estimation methodology consists of three steps.

We begin by estimating the empirical probability of observing the market structures
conditional on the exogenous characteristics (including the number of potential entrants).
To estimate the conditional choice probability vector P(y|K, X, Z), we use a nonparametric
conditional expectation frequency estimator that counts the fraction of times an outcome
(a market structure) is observed among all the market observations with that number of
potential entrants and with those exogenous characteristics.

Next, we derive the predicted choice probabilities of the market structures for the values
of the exogenous variables and different parameter values. Because of the possibility of
multiple equilibria, and because we do not want to introduce arbitrary equilibrium selection

assumptions, we follow Ciliberto & Tamer (2009), and derive the following upper and lower

10



bounds on conditional choice probabilities:

H11(97X72> Pr<y1‘X7Z) H21(97X72>
H,(0,X,Z) =

|
IA
IA

H2"(0,X,2) Pr(yax | X, Z) H2"(0,X,2)

= H,(0,X,Z) (3)

where Pr(y|X, Z) is a 25m vector of conditional choice probabilities. The inequalities are
interpreted element by element.

The H’s are functions of @, the set of all the parameters to be estimated.® The lower
bound function H; is the probability that a particular market structure is the unique equi-
librium. The upper bound function Hy is the probability that a market structure is a unique
equilibrium or one of the multiple equilibria. We further discuss the lower and upper bounds
in Appendix A.3.

As Tamer (2003) and Ciliberto and Tamer(2003) discuss in detail, this is a conditional
moment inequality model, whose identified feature is the set © of parameter values that obey
these restrictions for all X, Z, almost everywhere. In general, the set © is not a singleton.

Finally, the third step consists of minimizing an appropriately defined distance function
constructed from the differences between the probabilities of market structures observed in
the data, and the lower and upper probabilities predicted by the equilibrium model. Our

inferential procedures uses the following objective function:

Q0) = / [1(P(X) = Hi(X.0))_ || + [|(P(X) — Hy(X.0)),,[[] dF, (4)

where (A)_ = [ai1]a; <0],...,ax1[ayx < 0]] and similarly for (A), for a 2% vector A and
where ||.|| is the Euclidian norm. Ciliberto & Tamer (2009) show that Q(6) > 0 for all § € ©
and that Q(#) = 0 if and only if 6 € ©.

The estimation is implemented with a simulation approach as in Ciliberto & Tamer

6They are also functions of the distribution functions F of the random vector ¢, here assumed to be the
combination of four standard normal distributions, cf. above.

11



(2009), to which we refer the reader for the detailed description. Computational details are

provided in Appendix A.3.

3 Data and Stylized Facts

3.1 Description of Data Set

Our starting point is a data set from Denmark on the universe of export transactions.
We observe the products each firm is exporting, and to which destinations it is serving
these products. Products are classified according to the eight-digit level of the Combined
Nomenclature (CN).

Our empirical analysis focuses on industries rather than products, because we want to
account for competition across different product codes that are close substitutes. For each
firm and destination, we aggregate product-level export information up to the industry-level
using a correspondence table between eight-digit CN codes and four-digit NACE industry
codes. The product-level data might not capture the relevant competitive effects. For
example, within the “Chocolate and confectionery industry”, there are different eight-digit
product codes for “chocolate, not filled”, “chocolate, filled”, or “white chocolate”. Arguably,
producers within this industry are competing with each other even if they are completely
specialized in different eight-digit products.

Using a unique firm identifier, we also combine the export data with firm-level balance
sheet information including firm revenue. We focus on a cross-section for the year 2007, for
which we have information on tariffs.

Our estimation sample includes superstar exporters, defined as firms with a share in
industry-level exports of at least five percent.” For each industry, the remaining firms are
bundled into a “competitive fringe”. For most of the analysis, we assume that these fringe
firms do not affect the market outcome, defined as the behavior of the superstar firms. This

assumption is motivated by previous research arguing that small producers do not compete

"Note that industry membership is not based on the balance sheet information (which typically assigns
firms to their “core” activity) but on the export data; firms may therefore be active in more than one
industry. We record at least one superstar in each four-digit manufacturing industry.

12



directly with large producers, e.g., because they produce niche products (Audretsch et al.,
1999; Holmes & Stevens, 2014).8

We restrict the sample in several dimension in order to focus on the issue at hand. First,
we only consider manufacturing firms. We apply this restriction because wholesalers, retail-
ers, and other trade intermediaries may behave fundamentally different from manufacturers
(see Bernard et al. (2015) for empirical evidence). Second, we want to focus on destinations
where exporting is in principle attractive for Danish firms. We therefore only keep the top
100 destinations (as measured by the number of entrants across all industries) and only
markets where we see positive exports of firms in our sample for at least two years over the
period 2003-2007. Our final sample accounts for 72 percent of overall Danish manufacturing
exports.?

After keeping only destinations for which key variables (GDP and distance) are available,
we are left with 98 destinations, 206 industries, and 8,938 markets. Hence, our sample
restrictions regarding export attractiveness leave us with 43 destinations per industry, on
average. The majority of markets (88 percent) are served by at least one Danish superstar

firm, while less than half (48 percent) are served by two firms or more.

3.2 Export Superstars and Export Concentration

Figure 1 highlights the concentration of exports among a few superstars for our sample of
Danish manufacturing firms. Among all firms (including the competitive fringe), the top
1 percent of exporters account for 47 percent of overall manufacturing exports, while the
top 10 percent account for 85 percent (see Figure 1(a)). While this level of concentration is
somewhat lower than for example in the United States (Bernard et al., 2007), it is comparable
to other European countries (see World Trade Organization, 2008).

Next, we turn to the industry level. Figure 1(b) shows that the top firms again account
for the bulk of exports: on average, the largest exporter covers approximately 45 percent of
industry-level exports. The top 5 exporters together have a cumulative share of 80 percent

in the average industry. However, the second largest firm is typically less than half as big

8 Appendix B examines the robustness of our results to accounting for competition from the competitive
fringe.
9We perform a number of robustness checks regarding the construction of the sample; see Appendix B.
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Figure 1: Export Concentration in Danish Manufacturing
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as the top firm in terms of exports. Together with Figure 1(a), these numbers imply that
exploring the behavior of superstar exporters is crucial for understanding aggregate export
patterns.

Table 1 shows that export superstars are distinctly different from the mass of fringe
firms. The top panel classifies firms as superstars if the firm is a superstar in at least one of
the industries in which it is active. It highlights that superstar firms are superior to fringe
firms in many dimensions, including size, productivity, and export persistence. On average,
superstar firms are active in 16 industries compared to 5 for fringe firms, though they are
typically classified as superstars only in their core industry.

The lower panel of Table 1 compares key firm-industry-specific variables for superstar
and fringe varieties.!® Superstar varieties have on average a share in overall industry-wide
exports of 20 percent (compared to 0.2 percent for fringe varieties). Moreover, superstar
varieties are active on significantly more export markets: the median superstar variety is
exported to 16 destinations, while the median fringe variety is only sold in one destination.
Again, we also find that superstar varieties have a significantly higher persistence in export
status.

In the remaining analysis, our focus will be on superstar varieties.

10A firm may be a superstar only in a subset of the industries in which it is active; i.e., a firm might have
both superstar and fringe varieties.
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3.3 Observed Market Structures

We are interested in the market-specific export choices of superstars, defined by a dummy
variable y;,, equal to one if variety ¢ records positive exports in market m, where a market
was defined in Section 2 as a combination of an industry I and a destination c. The outcome
of interest is the equilibrium market structure, given by the vector of export decisions of all
potential entrants in a market. Recall that the set of potential entrants for a given market
m (K,,) is defined as the set of Danish superstars with exports in industry I to at least one
of the 98 destinations in the sample.

Table 2 summarizes the observed market structures in our sample, separately for markets
with different numbers of potential entrants K,,. For example, there are 1,095 markets with
two potential entrants. In around half of these markets (48 percent), we see only one of the
two superstar firms exporting. In 38 percent of the markets, both firms export, whereas a
small share of markets (14 percent) is not served by any of the two firms. Note that there are
also 505 markets with only one potential entrant. As explained in Section 2, these markets
do not contribute to the estimation of the competitive effects, but help identify the other
parameters of the profit function.

In the last line of Table 2, we also report the market structures for all 8,938 markets (i.e.,

Table 1: Export Superstars vs. Fringe Firms/Varieties

Superstar Firms Fringe Firms

Mean Median N Mean Median N
Number of employees 285.0 104 595 34.53 14 3,766
Log labor productivity 13.23 13.19 585 13.09 13.09 3,375
Lagged export status 0.988 1 595 0.861 1 3,766
Number of industries 16.04 12 595 5.145 3 3,766

Superstar Varieties Fringe Varieties

Mean Median N Mean Median N
Share in total industry exports 0.203 0.123 798 0.002 0.000 26,295
Lagged export status 0.939 1 798 0.547 1 26,295
Number of destinations 22.45 16 798 3.411 1 26,295
Rank within firm portfolio 2.203 1 798 9.254 6 26,295
Core industry dummy 0.643 1 798 0.139 0 26,295

Notes: Superstar firms are defined as firms which have a share in industry-wide exports of 5 percent for at least one
industry in which they are active. Superstar varieties are firm-industry combinations with a share in industry-wide
exports of at least 5 percent.
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Table 2: Market Structures

Number of actual entrants Total
Number of 0 1 2 3 4 5 6 7
potential entrants % % % % % % % % No. %
K
1 16.24 83.76 505 5.65
2 13.79 48.04 38.17 1,095 12.25
3 11.12  46.68 25.29 16.91 1,538 17.21
4 11.18 38.86 26.52 1543 7.99 2,164 24.21
5 9.97 35.59 2214 13.31 12.17 6.82 1,495 16.73
6 11.23  28.23 17.9 14.97 12.04 10.09 5.53 1,229 13.75
7 10.96 24.45 18.75 1294 9.32 9.87 833 5.37 912 10.20
Total 11.56 40.39 23.53 12.25 6.58 3.54 1.61 0.55 8,938 100

Notes: the number of potential entrants is given by the number of superstar varieties with a share in total industry
exports of more than 5 percent. Each cell reports the percentage of markets (industry-destination combinations) for
which we observe a given number of actual entrants.

independent on the number of potential entrants). The most common market structure,
accounting for 40 percent of markets, is one where we only see a single superstar firm
exporting. We observe two exporters in 24 percent of the markets, and three exporters in
12 percent of the markets. Very few markets have four or more exporters.

The maximum number of potential entrants in our sample is seven, while the median
is four. With up to seven potential entrants, there are up to 27 = 128 different market
structures that we must account for.

Importantly, the observed market structures in Table 2 may be perfectly in line with
a standard model of firm heterogeneity without any strategic interactions, such as Melitz
(2003). Melitz (2003) predicts that only the “best” firm (i.e., the top competitor) within an
industry might enter the most difficult destinations; and thus even in the standard model we
would expect to see a lot of markets with only one entrant. We now provide some preliminary
evidence that it is not always the case that only the top competitor enters the most difficult
markets.

Figure 2 shows the market structures by destination, looking only at the top 2 Danish
exporters in an industry. More specifically, we rank firms by their share in total industry-
wide exports and focus on the top 2 competitors (which we refer to as Firm 1 and Firm 2).
On the horizontal axis, the destinations are ranked by their popularity, which is measured
by the number of actual entrants across all industries. On the vertical axis, we plot the
frequency of market structures in that destination, where we distinguish between markets

where (i) only Firm 1 enters, (i7) only Firm 2 enters, and (4i) both Firm 1 and Firm 2
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Figure 2: Market Structures for Top 2 Firms
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As expected, it is more likely that the top 2 competitors both enter in the most popular
destinations, such as Germany, Sweden, and Great Britain. Moreover, the number of indus-
tries in which we see both firms exporting sharply declines in the more difficult destinations.

Since Firm 1 is the top competitor, it should be more likely that Firm 1 is the sole
exporters in a given destination; and this is indeed reflected in Figure 2. However, the figure
also shows that there are many instances where Firm 2 exports to a destination and Firm 1
does not. This pattern in the data is at odds with a standard model of firm heterogeneity,
where any market served by Firm 2 should also be served by Firm 1. We will argue that the
existence of markets where only Firm 2 exports can (partly) be explained by the strategic

interaction between firms, where the presence of Firm 2 preempts entry of Firm 1.2

11 We exclude markets with no entrants and markets where other firms beside the top 2 enter. We also
exclude industries with only one potential entrant.

12The pattern seen in Figure 2 is also related to the finding in the empirical trade literature that there is
no strict hierarchy of export destinations (in the sense that any firm exporting to the £+ 1-th most popular
market also exports to the ¢-th most popular market); see Lawless (2009) and Eaton et al. (2011). Eaton
et al. (2011) explain this pattern with random firm-and-market specific entry shocks. Note that our empirical
model laid out in Section 2 explicitly allows for such random shocks to profitability as well.
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3.4 Variable Definitions

Table 3 summarizes the exogenous variables governing the profit function. Many of these
variables are included in logs in the empirical model (see below), but to ease interpretation

we report summary statistics for variables in levels here.

Competitor-Specific Variables

First, we discuss the variables included in the vector Z;,,.

We count the number of industries where a firm is an exporter, and we call this variable
Firm Industries;. We also rank the firm’s varieties (i.e., the industries in which the firm
exports) by total export sales and we call this variable Variety Rank;. These two variables
vary only across competitors. They are inspired by the literature on multi-product firms,
which emphasizes economies of scope in exporting multiple products; see inter alia Eckel &
Neary (2010), Bernard et al. (2011) and Mayer et al. (2014). Thus, we would expect firms
which are active in more industries, and thus have a higher value of Firm Industries;, to be
more likely to serve a given market. Moreover, the literature predicts that multi-product
firms are more likely to export their core product to a given market, and that the probability
of exporting decreases as we move away from the firm’s core competency. This is captured
by the variable Variety Rank;, which is expected to be negatively correlated with export
decisions.

Next, for each variety and destination, we count the number of other destinations to
which the variety is exported and call this variable Variety Destinations;,. The idea here is
that varieties are more likely to be exported to a given market the more successful they are on
other markets: for example, firms may learn about their export profitability from exporting
to other destinations (see Albornoz et al. (2012), Morales et al. (2017)); demand may be
correlated across markets (see e.g. Nguyen (2012)); and — more in general — being successful
on other markets may be a sign that the variety offers characteristics highly demanded by

consuiers. 13

13The correlation of export profitability across markets may crucially depend on how similar markets are
in terms of income per capita, culture and other characteristics; see e.g. Morales et al. (2017). We leave this
kind of analysis to future work.
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Table 3: Summary Statistics

Mean Std dev N

Competitor-specific variables Z;,,

Firm Industries; 23.31 20.03 37,198

Variety Rank; 1.729 1.933 37,198

Variety Destinations;, 30.07 24.09 37,198
Market-specific variables X,

GDP. 858.0 2,011 37,198

Geographical Distance, 4.066 3.968 37,198

Industry Size; 91,653 68,515 37,198

HHI ,, 0.191 0.137 36,650

Tariffsm 0.0400 0.147 36,037

Tariff ,, >0 0.424 0.494 36,037

Notes: The table reports summary statistics for all control variables included in the vectors Z;,, and
X and used in our empirical model. GDP is measured in billion USD; Geographical Distance is
measured in 1000km; and Industry size is measured in million DKK.

Market-Specific Variables

Next, we review the variables which are included in the vector X,,. Recall that m is a
combination of an industry I and a destination c.

We use information on GDP from the World Development Indicators (WDI) and geo-
graphical distance from the CEPII’s GeoDist database to measure market size and trans-
portation costs. We denote these variables GDP, and Distance,.

Next, for each industry, we construct a measure of industry size as the total revenue at
manufacturing firms with positive exports in this industry. We call this variable Industry
Sizer. We include this variable to control for differences across industries in the role of the
competitive fringe. To understand this modeling choice, consider the ideal framework where
there is a dominant set of firms (the superstars) and a fringe of competitive firms. In such a
model, competitive firms will enter if the superstars do not cover all of the market demand,
which would happen if the competitive fringe has lower costs, or if the market size (total
demand) is large. Since the former is not likely to be the case, we maintain that the industry
size proxies for the role of the competitive fringe.

In some of our specifications, we also include the market-specific Herfindahl-Hirschman
index, which we call HHI,,. To construct this variable, we use information on trade by
product, exporter, and importer from the BACI database of the CEPII. We aggregate this
information up to the industry-country-pair level in order to match the market definition in

our empirical model. HHI,, is then defined as the sum of squared import shares across all
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Figure 3: Distribution of Tariffs
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Tariff
Note: Tariffs are capped at 50 percent.

import origins. A higher value of HHI,, implies that the import market is more concentrated.

We use this variable to control for competition from non-Danish competitors.!

Tariffs

We employ data on applied, preferential tariff protection in 2007 from the third version
of the MAcMap-HS6 database (Guimbard et al., 2012) to construct the variable Tariff;,."
We aggregate product-level tariffs up to the industry level, weighting products by their
importance for overall Danish exports. The average tariff across markets in our sample is 4
percent (see Table 3). However, Figure 3 shows that exports are duty-free in the majority of
markets. Thus, we also construct an indicator variable Tariff,, >0 equal to one for markets

with positive tariffs, and zero otherwise.

Standardization and Discretization of Variables

In the following, all variables (except for indicator variables) are standardized. When we
estimate the equilibrium model in Section 5, we furthermore discretize all variables. The
discretization is described in detail in Appendix A. In the case of the variable Tariff,,, the

very long tail of the distribution (see Figure 3) would leave us with few observations in each

14Note that there are slightly fewer observations for this variable because a few products that appear in
the Danish data are not included in the BACI database.
15We thank Houssein Guimbard for giving us access to these data.
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bin. Thus, in the equilibrium model we employ the indicator variable Tariff,, >0.
Note that all control variables in Table 3 (except for indicator variables and the HHI)

are included in logs in the empirical model.

4 Results from a Single Equation Probit Model

In this section, we estimate a model where firms make their export decisions independently
of each other. Thus, the model in Equation (1) reduces to a (standard) single equation probit
model, where the unit of analysis is the firm-industry-destination (and not the market). We
focus on the estimation of the constant competitive effect §; here, and leave the estimation
of the heterogeneity in the competitive effects — as captured by ¢; and d; in Equation (1) —
to the equilibrium model.'6

Table 4 reports the parameter estimates and standard errors for different specifications
with and without market random effects and with different sets of control variables. Ta-
ble 5 reports marginal effects based on columns (3) to (5) of Table 4. In order to ensure
comparability with the marginal effects in the equilibrium model in Section 5, we calculate
the marginal effect of each variable as the change in predicted probability when the variable
is increased by one unit.!” Since all control variables (except for indicator variables) are
standardized, the marginal effects thus correspond to the effects of increasing each variable
by one standard deviation.

Column (1) of Table 4 includes a set of basic controls but does not account for unobserved
market heterogeneity. The main parameter of interest is the constant competitive effect
(01), which is the coefficient on the count of the number of competitors active in market
m. The estimate for the competitive effect is positive and significant. Thus, the presence
of a competitor in a market is predicted to increase the export probability, which supports
the spillover hypothesis. Note, however, that this specification does not control for market-
specific random shocks to profitability, 7,,. In fact, a positive shock 7,, may increase the

export probability of all firms. The positive estimate of d; in column (1) may thus be

16The single equation model does, in fact, not allow us to estimate d;, the heterogeneity across competitors
in the competitive effect.

7In the econometrics literature, this method of calculating marginal effects is referred to as the “finite-
difference method”.
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Table 4: Parameter Estimates from the Simple Probit Model

Dependent Variable: Variety Export Status, by Market

W 2) 3) (4) (5)
Competitive Effect (1) 0.068*** -0.510%** -0.519%** -0.538%** -0.544%**
(0.006) (0.011) (0.011) (0.011) (0.011)
Firm Industries; 0.037*** 0.052%** 0.043*** 0.034%** 0.036%**
(0.010) (0.013) (0.013) (0.013) (0.013)
Variety Rank; 0.022** -0.022%* -0.018 -0.017 -0.016
(0.009) (0.012) (0.012) (0.012) (0.012)
Variety Destinations;,, 0.846*** 1.105%** 1.141%** 1.179%** 1.184%**
(0.011) (0.014) (0.015) (0.015) (0.015)
GDP. 0.399%** 0.728*** 0.778*** 0.820%** 0.825%**
(0.008) (0.015) (0.015) (0.016) (0.016)
Geographical Distance, -0.439%** -0.791%%* -0.790%** -0.759%%* -0.598%**
(0.008) (0.015) (0.016) (0.017) (0.021)
Industry Sizey -0.144%%* -0.002 0.009 -0.001 0.024
(0.008) (0.015) (0.015) (0.016) (0.016)
HHI, -0.039%** -0.082*** -0.089***
(0.015) (0.015) (0.015)
Tariff,, -0.174%%*
(0.014)
Tariffy, > 0 _0.658%**
(0.040)
Number of observations 37,198 37,198 36,650 36,037 36,037
Number of markets 8,938 8,938 8,802 8,654 8,654
Market random effects No Yes Yes Yes Yes

Notes: The table gives coefficient estimates from a probit model for the firm-industry-destination specific export status.
All specifications except for column (1) include market (industry-destination) random effects. The Competitive Effect
gives the count of other competitors that are active in a market. All other variables (except for Tariff, > 0) are stan-
dardized. Standard errors in parentheses. * ** *** denote significance at the 10%, 5%, 1% levels, respectively.

confounded with market attractiveness.

To address this concern, column (2) adds market-level random effects 7,,,. We now find
that each additional competitor in a market lowers the export probability. The negative
competitive effect of column (2) is in line with standard models of strategic interaction: the
presence of competitor decreases profits, and hence the probability of exporting to market
m. The same pattern of sign reversal after accounting for market unobserved heterogeneity
is found in previous studies (e.g., Ciliberto et al. (2016)).

In column (3), we additionally control for the level of concentration in the import market,
as captured by the variable HHI,,. Including this measure of competition from third countries

does not have a large impact on the estimated competitive effect §;, which is very similar
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Table 5: Marginal Effects in the Simple Probit Model

Dependent Variable: Variety Export Status, by Market

®3) 4) (5)
Competitive Effect d; 0.1888 0.1914 0.1918

Competitor-specific variables Z;,,

Firm Industries; 0.0102 0.0079 0.0082
Variety Rank; -0.0041 -0.0038 -0.0037
Variety Destinations;m, 0.261 0.2642 0.2641

Market-specific variables X,

GDP. 0.1825 0.1883 0.1886
Geographical Distance, -0.1732 -0.1639 -0.1308
Industry Sizer 0.0021 -0.0003 0.0054
HHI, -0.0091 -0.0188 -0.0204
Tariff,, -0.0397

Tariff, > 0 -0.0663

Notes: The table reports marginal effects for columns (3) to (5) of Table 4. The Competitive Effect gives the
count of other competitors that are active in a market. All other variables (except for Tariff,, > 0) are stan-
dardized. Marginal effects are computed as the change in predicted probability when the variable is increased
by one unit.

to the estimate in column (2). Based on column (3), we predict each additional Danish
competitor in a market to lower the probability of exporting by 18.8 percentage points;
see Table 5. The magnitude of the effect is thus quite large, and economically meaningful
because the median number of competitors faced by a firm in a given market is one.'®

We expect competition to be tougher in markets with higher levels of concentration,
and this should reduce the export probability of Danish firms. The estimated effect of
HHI,, in column (3) confirms this intuition. However, the corresponding marginal effect is
rather small: a one standard deviation increase in HHI,, reduces the market-specific export
probability by 0.9 percentage points.

In columns (4) and (5) of Tables 4 and 5, we show that export participation is less likely

in markets with higher tariffs. The tariffs are measured by the continuous variable Tariff,, in

column (4)* and the binary variable Tariff ,, > 0 in column (5). We find that one standard

18There is a maximum of seven potential entrants in markets in our sample, such that the maximum
number of competitors is six. Our estimates predict that the probability to export to a market where five
or more competitors are active is literally zero. However, there are in fact only very few markets with more
five or more entrants; see Table 2.

YFollowing common practice in the literature (see, e.g., Debaere & Mostashari (2010)), tariffs are included
as In(1 + Tariff,;,). In particular, 1 4+ Tariff,,, can be interpreted as the price increase on the import market
which is due to the tariff.
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deviation increase in tariffs is predicted to decrease export participation by 3.97 percentage
points. When we employ the binary tariff variable, we find that firms are 6.63 percentage
points less likely to enter destination markets with positive tariffs.

Next, we briefly discuss the effects of our control variables.

Consider first our two variables that are borrowed from the literature on multi-product
exporters (see, e.g., Eckel & Neary (2010); Mayer et al. (2014); Bernard et al. (2011)). In
line with this literature we find a positive effect of Firm Industries;: firms with a larger
industry portfolio are more likely to serve a given export market. The effect of Variety
Rank; is negative in most columns that include market random effects 7,,, but — except for
column (2) — not statistically significant. Thus, we find only weak evidence that the export
probability falls from the firm’s core industry to its peripheral industries. However, note
that we only include superstar varieties in our sample, and industries which are far away
from the firms’ core competency are often not included in the sample.?’

A variety’s presence in other destinations ( Variety Destination;,,) captures the general
attractiveness of the variety to consumers across all destinations. Accordingly, it raises
the destination-specific export probability. The corresponding marginal effect is sizable:
we predict that a one standard deviation increase in Variety Destination;,, increases the
export probability by 26 percentage points. This result suggests that demand and/or export
profitability are correlated across markets.

Turning to the market-specific variables, varieties are more likely exported to larger and
geographically closer markets, as predicted by the gravity equation. A one standard deviation
increase in GDP increases the probability of firms’ being present in a market by roughly 18
percent, while a one standard deviation increase in distance reduces the probability by 15
to 17 percent. The effect of industry size, Industry Size;, turns out to be insignificant.

To summarize, our probit estimations suggest that negative competitive effects due to
the strategic interaction between superstar exporters outweigh any positive effects from
informational spillovers, i.e., the net effect is negative. Notably, this finding is quite different

from previous results in the extensive literature on export spillovers. For example, based on

20In fact, summary statistics reported in Table 3 show that the average Variety Rank; in our sample
stands at 1.7.
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Danish data, Choquette & Meinen (2015) find that firms learn from the export experience
of their competitors, and thus these authors conclude that export spillovers seem important
in determining firms’ export market choices. In contrast to Choquette & Meinen (2015) and
other studies, we focus on superstar firms here. It is in fact only for such a sample of large
firms that we would expect oligopolistic strategic interactions to be important.

The models estimated in Table 4 do not allow for idiosyncratic shocks to profitability
as in Eaton et al. (2011). However, we note that these types of shocks (denoted 7;,, in our
notation above) would have to be negatively correlated across firms within a market in order
to explain the negative estimate of the competitive effect. A more important caveat is that
these single equation probit estimations do not take the market equilibrium into account.
Thus, we next turn to the equilibrium model, which models the interdependence of firms’
export market choices as an equilibrium outcome. Additionally, the equilibrium model also

allows us to include the full set of random effects n;, 9,,, nr, and 9;,.

5 Results from the Equilibrium Model

We now present the estimation results for the equilibrium model. The object of interest
is either the set © or the (possibly partially identified) true parameter § € ©. We report
confidence regions for 6. The confidence regions for the latter are weakly larger than for
the former, and coincide asymptotically in the case of point identification. To build the
confidence regions we use the methodology of Chernozhukov et al. (2007).

Column (1) of Table 6 presents estimations results for the specification with our basic
control variables and only the constant competitive effect d;, so that 9, = 0 and 6§, = 0. There
are three exogenous variables that are common among the potential entrants. These three
variables are GDP,, Distance. and Industry Size;. Additionally, there are three variables that
are specific to the potential entrants, and thus fulfill the exclusion restriction (cf. Section
2.1). These variables are Firm Industries;, Variety Rank; and Variety Destinations;,,.

The parameter §; is estimated to be in [-6.707,-6.687|. Thus, the effect is negative and
statistically significant as predicted in standard oligopoly models: the presence of Danish

competitors in a market reduces profits, and therefore firm entry. Furthermore, any potential
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informational spillovers seem to be too small to counterbalance these negative competitive
effects.

The coefficients of the variables Firm Industries;, Variety Rank; and Variety Destinations;,,
are estimated to be in, respectively, [0.094, 0.118], [-0.098, -0.074] and [0.935, 0.956]. Hence,
all estimates are statistically significant and have the same sign as in the probit model of
Section 4. Interestingly, the effect of Variety Rank; is not precisely estimated in the probit
model, but turns statistically significant in the equilibrium model.

Next, the coefficients of the variables GDP,. and Distance. are estimated to be in, respec-
tively, [0.896,0.917] and [-0.778,-0.753]. The signs of these parameters are again consistent
with the simple probit model.

We now find a positive effect of Industry Size;, which is estimated to be in [0.213,0.234].
This is different from the probit regressions, where we had found statistically insignificant
estimates. We interpret this as evidence that the superstar firms are more likely to export
if the competitive fringe, here proxied by the variable Industry Sizey, is larger.

Column (2) adds the market-specific Herfindahl-Hirschmann Index HHI,,. The coefficient
estimate of HHI,, is included in [-0.275,-0.259], implying that Danish superstars are less likely
to enter markets where imports are more concentrated. However, the competitive effect 0,
only decreases slightly compared to column (1). Thus, accounting for market concentration
does not significantly affect our results regarding the strategic interaction between Danish
firms.

Column (3) examines the impact of tariffs on export market participation. The effect
of the binary variable Tariff,, > 0 is estimated to be in [-2.732,-2.504], which confirms that
superstars are less likely to export to markets with positive tariffs. In our policy analysis
below, we will simulate the market entry response (i) if tariffs are lowered to zero in all
markets with positive tariffs, and (%i) if tariffs are imposed in markets where entry is duty-
free.

Finally, Column (4) investigates whether the competitive effects vary across competitors
and /or markets, i.e. we estimate the parameters ¢, and ¢;, in Equation (1). Specifically, we
want to test the hypothesis that dominant competitors with a broader destination portfolio

have a larger negative effect on the profits of their competitors. We thus allow the competitive
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effect to change with the number of destination to which a variety is exported. This effect
is measured by the parameter Ovariety Destinations- Moreover, we want to test the hypothesis
that competitive effects vary across destinations according to the standard gravity forces.
We thus also allow for the competitive effects to change with the geographical distance and
GDP of the destination country. These effects are measured, respectively, by dpistance and
dGDP-

Contrary to our expectations, we find dvariety Destinations t0 be positive and included in
[1.127,1.132]. Thus, the larger the number of other destinations that a firm serves, the
smaller (in absolute value) its effect on competitors’ profits. There are several potential
interpretations for this result. First, firms that serve many export markets may have a high
visibility to their competitors. This reasoning implies not only larger negative effects on
profits due to strategic interactions but also a larger potential for informational spillovers.
The latter may explain why we find dvariety Destinations > 0. Second, firms that serve a large
number of other export markets may compete less aggressively in a given destination, because
each destination has a lower importance for their overall exports.

Finally, we confirm that the competitive effects vary across markets depending on desti-
nation GDP and distance. We find dpjistance to be in [-0.064,-0.058], which implies that the
overall competitive effects are larger in more distant destinations. Hence, in addition to the
direct negative effects of geographical distance on export sales implied by the gravity equa-
tion, there is an additional negative effect of competitors being active in distant markets.
Finally, we find dgpp to be included in [0.043, 0.049]. Thus, in larger markets, competition
from other Danish competitors will have less of an impact on a firm’s export decision. This is
also adding to the standard gravity model, where firm sales increase with destination GDP.
Intuitively, in larger markets the presence of competitors will be less detrimental for firm
profits. Together, the results for dpistance and dgpp suggest that negative competitive effects

are larger in destination markets that are harder to enter.
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5.1 Fit

There are several ways to determine how well our model fits the data. First, as a measure of
fit we compute the percentage of market outcomes that the model predicts correctly. Empir-
ically, in each market we only observe one equilibrium outcome, but the model potentially
predicts multiple market equilibria. In order to construct our measure of fit we therefore
proceed as follows.

We draw 100 new simulations of the random shocks to profitability, n;, nm,, 77, and 0y,
in Equation (2), compute a new ¢, for each firm in each market, and find the equilibria in
each market at the estimated parameters in Column (4) of Table 6 and the values of the
exogenous variables. Then, we check if any of the equilibria predicted by the model matches
the market structure observed in the data.?’ We find that our model correctly predicts 36.69
percent of the market outcomes, which is comparable to the value of 32.8 percent in Ciliberto
& Tamer (2009).

Secondly, we can compare the values of the distance function at the parameter where it
is minimized across columns that use the same exogenous variables to determine the best
specification. For example, the distance function is equal to 3330.65 in Column (4) and to
3468.44 in Column (3), which implies that Column (4) provides a better fit to the data. This
is not surprising since the specification in Column (4) has more free parameters than the
one in Column (3). Because Columns (1) and (2) are based on different sets of exogenous
variables, a direct comparison of the distance functions is not meaningful.

Finally, we can compare the export propensities of firms observed in the data with those
that are predicted by the model. We provide this analysis in Table 8 and discuss results in

Section 6.

5.2 Occurrence of Multiple Equilibria

We analyze the occurrence of multiple equilibria as follows. We use the 100 new simulations
of the random shocks 7;, 7m, 17, and 7, from the analysis in Section 5.1 and determine

the equilibria for each market-simulation draw. We can then identify the market-simulation

2LOur model may predict multiple equilibria in some of the markets. If one of the predicted equilibria
matches the market structure observed in the data, then, that is a positive match.
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Table 7: Evidence of Multiple Equilibria in the Identity and Number of Firms

Number of poten- Number of possible Average number of Multiple equilibriain  Number of

tial entrants market structures market equilibria®  number of firms (%)? markets
K,=2 4 1.45 - 1,058
K,=3 8 2.17 0.03 1,499
K, =14 16 2.99 0.09 2,093
K,=5 32 3.94 0.11 1,441
K,,=6 64 5.09 0.15 1,196
K,=7 128 6.41 0.15 884
Mean - 3.48 0.10 -

Notes: The markets with one potential entrants are not reported because there cannot be multiple equilibria in those
markets. @ This is the average across market-simulation draws with the same number of potential entrants.
b Gives the percent of simulation-market-draws for which there are multiple equilibria in the number of firms.

draws with multiple equilibria, both in the identity and number of competitors. Finally, we
compute the fraction of market-simulation draws with multiple equilibria.

Table 7 presents the results of this exercise. We find that in markets with two potential
entrants there are on average 1.45 equilibria. Notably, these multiple equilibria are only
in terms of the identity of the firms, i.e., with two firms there are markets where either of
the firms being an exporter will be an equilibrium outcome. If there were informational
spillovers and other positive externalities in exporting, we would also expect there to be
multiple equilibria in the number of firms; i.e., equilibria where either both firms export or
no firm exports. In contrast, Table 7 shows that the equilibria are always unique in the
number of firms. Thus, the positive effects associated with dvariety Destinations and dgpp are
not large enough to offset the negative effects of competition that are implied by ¢; and
ODistance-

Next, we look at markets with three potential entrants, and find that on average there
are 2.17 equilibria (out of eight possible market structures). Moreover, in 3 percent of the
simulation-market draws (here equal to 100 x 1058) there are multiple equilibria in the
number of firms. For example, these could be equilibria where either one large competitor
or two smaller competitors export.

The results for the other configurations with more potential entrants are analogous to
the case just analyzed with three potential entrants. For example, when there are seven

potential entrants, on average there are 6.41 equilibria, and 15 percent of the 88,400 market-
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simulations with seven potential entrants have equilibria with different numbers of firms.
Overall, in markets with at least two potential entrants, 10 percent have multiple equilibria
in the number of firms, which confirms the necessity to use a flexible approach as in Ciliberto

& Tamer (2009) to study strategic interactions in export markets.

6 Propensity to Export and Comparative Statics

In this section we compare the propensities to export predicted by our model with the
ones observed in the data and present comparative statics that focus on the individual
export propensity. The comparative statistics allow us to quantify the importance of the
competitive effects, and the influence of other determinants of profits. To this aim, in
Table 8 export propensities are calculated (i) for the observed values of the exogenous
variables and the estimated parameters, (i) when competitive effects are ‘turned off” (i.e.,
01 = 6, = 6, = 0 Vh), and (i11) for a one standard deviation increase in each of the exogenous
variables, holding other variables at their observed values.

Recall that the outcome of the equilibrium model is a market structure, or a vector of
export decisions by multiple firms. Following Ciliberto & Tamer (2009), marginal effects are
then to be computed for the market structures, as one would do when studying the marginal
effects in a multinomial logit estimation. Here, however, we focus on the response of the
individual firms, and investigate how the export propensity of the individual firms changes as
we change the values of the exogenous variables. Our focus on the export propensity facili-
tates comparison with marginal effects reported in the mainstream literature in international

trade.

6.1 Propensity to Export

We first compare the propensities to export predicted by our model with the ones observed
in the data. In particular, we determine the equilibria for each of the markets and each of the
simulations at the observed values of the exogenous variables X,,, and Z;,, and the estimated
parameters. (This is an analogous exercise to the one we did in the previous section when

we computed the percentage of multiple equilibria in the data.) To compute the propensity
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to export, we compute the ratio of firms exporting over the number of potential entrants.
Thus, the propensity to export is an average propensity and it will vary by the number of
potential entrants.

The first row of Table 8 presents the propensities to export that are computed in this
fashion, separately for markets with K,, = 1,...,K,, = 7 entrants. We find that the
propensity to export is 0.964 (96.4 percent) in markets with one potential entrant, 0.588 in
markets with two potential entrants, and that overall the propensity of each firm to export
declines with the number of potential entrants. It is equal to 0.229 when there are seven
potential entrants. Column (8) shows that the propensity to export when averaging across
all markets is 0.388.

We can compare these numbers with those that we observe in the data (reported in the
second row of Table 8). With one potential entrant the propensity to export is 0.836 in the
data, which is very close to our predicted value of 0.964. With two potential entrants, the
export propensity of each superstar is equal to 0.624 in the data, and the model predicts it

to be 0.588. Thus, we again conclude that the model does a fair job at fitting the data.

6.2 Comparative Statics: Competitive Effects

We begin our comparative statics exercise by investigating the role of competition as a
determinant of superstar firms’ export decisions. The third row of Table 8 shows the results
when we set all the competitive effects (1, Ipistance; 0cDP, and Ovariety Destinations) €qual to
zero. Using the same simulations we used for the first two rows, we compute the equilibria
for each market-simulation.

In markets with one potential entrant this exercise does not make any difference, which
is obvious. In particular, the propensity to export is 0.963. With more than one potential
entrant, however, we find that the competitive effects are very important.

With two potential entrants, turning off the competitive effects would increase the export
propensity from 0.588 to 0.943, which is a dramatic increase.?? The competitive effects are

crucial also in markets with more than two potential entrants. For example, if we set

22Notice that the new propensity to export is very close to the one we measure when there is only one
potential entrant, which is a helpful cross-check on our methodological approach.
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all competitive effects equal to zero, the export propensity increases from 0.430 to 0.930 in
markets with three potential entrants; and from 0.337 to 0.923 in markets with four potential
entrants. With seven potential entrants, we observe a change from 0.229 to 0.924. Overall,
without the competitive effects firms would be 53.4 percentage points more likely to export
to a given market. Clearly, competition in export markets is an important determinant
of export decisions. Notice that this number should be compared with the marginal effect
of 19.18 percentage points in the probit model of Table 5. The effect that we find in the
equilibrium model with strategic interactions is more than twice as large than in the single

agent probit model.

6.3 Comparative Statics: Exogenous Profit Determinants

Next, to measure the economic effect of changes in the exogenous variables (except for tariffs,
which are investigated in Section 7) we consider a one standard deviation increase in each
variable, holding all other variables at their original values. For the individual variables, we
have to change the variable for each firm at a time, and then take the average effect across
all the potential firms in the market. We repeat the simulation exercise above and determine
the new export propensities at the original estimates. Results are presented in Table 8.

Consider a one standard increase in the distance from Denmark. We now find that
the export propensity with one potential entrant is 0.940, with two potential entrants it
is 0.557, and with seven potential entrants it is 0.212. When averaging across all markets
the propensity to export is now 0.365. The difference between 0.388 and 0.365 is -0.023,
which means that if distance increases by a one standard deviation, the propensity to export
decreases, for each firm, by 2.3 percentage points. Notice that this is a change in the
individual propensity to export, and the effect is larger when compounded over all the
potential entrants. For example, the effect is -0.017 in markets with seven potential entrants.
When compounded over all the seven potential entrants, this would imply that there is a
11.9 percentage points higher probability that at least one of the firms will not export into
a market if distance increases by one standard deviation.

We find that one standard deviation increase in the GDP of the destination country is
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associated with a 5.4 percentage point increase in the propensity to export, a one standard
deviation increase in industry size is associated with a 1.2 percentage point increase in the
propensity to export, and a one standard deviation increase in the HHI is associated with a
marginal decrease in the propensity to export.

We can conclude the analysis of exogenous changes in the market-specific variables by
computing the probability that at least one firm will export after a one standard deviation
increase in the geographical distance, the GDP, the industry size, and the HHI. We find
those changes in the probabilities equal to, respectively, -0.095, 0.225, 0.050, and -0.017.23
These numbers are largely comparable to the ones in column (4) of Table 5, where we found
the marginal effects of geographical distance, GDP, industry size, and the HHI, equal to,
respectively, -0.1566, 0.1875, -0.0012, and -0.0186. Some of the differences may be explained
by the different specification that we are running, since GDP and geographical distance are
also interacting with the competitive effects in column (4) of Table 6.

Finally, we study changes in the export propensity for a one standard deviation increase in
each of the firm-specific variables. In contrast to the changes in the market-specific variables
which affect the profits of all the potential firms in a market, changes in the individual firm-
specific variables only affect one firm at the time. We estimate that a one standard deviation
increase in the variable Firm Industries; yields an increase of 0.4 percentage points in the
propensity to export, which is a magnitude close to the one we found in the probit model
in Table 5. A one standard deviation in the variable Variety Rank; is associated with a
decrease of 0.2 percentage points in the propensity to export, which is again in the same
order of magnitude as in Table 5.

We find that a one standard deviation increase in Variety Destinations;, increases the
propensity to export by 9.6 percentage points, which is a large effect, though smaller than
the 26.37 percentage point effect that we found in Table 5. We interpret this as the result
of the fact that the variable Variety Destinations attenuates the competitive effects, which

makes the entry of a firm’s competitor more likely.

23These numbers are derived by multiplying the ones in the last column of Table 8 by 4.16, which is the
weighted average number of potential entrants in the sample.
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7 Policy Experiments

Table 9 presents the results from two policy experiments. The first policy experiment consists
of setting the binary variable Tariffs,, equal to zero in all markets with positive tariffs and
recomputing the equilibria to see how the propensity to export is affected. The results of
this counterfactual exercise are presented in the top panel of Table 9. The second policy
experiment consists of setting the binary variable Tariffs,, equal to one in those markets that
do not have tariffs. The results for this counterfactual exercise are presented in the bottom
panel of Table 9.

For both policy experiments, we are particularly interested in how the strategic interac-
tion between superstar exporters affects firms’ export decisions after a trade policy change.
For example, consider the case where trade is liberalized. If firms interact strategically, pos-
itive effects on profits due to trade liberalization are counter-balanced by negative effects
due to competitor entry. In the following, we quantify by how much we overestimate the
entry/exit response due to trade policy changes if we do not take the competitive effects into

account.

7.1 Eliminating Tariffs in Markets with Positive Tariffs

Consider first the case of markets with positive tariffs. Out of the 3,601 export markets with
positive tariffs, there are 198 markets with one potential entrant, 386 with two potential
entrants, and so on. The first row of Table 9 shows the export propensity at the estimated
parameters and the original values of the exogenous variables. We compute these propensities
in the same fashion as we did in Table 8, except that we now take the average only across
markets with positive tariffs. For example, before the policy change, the propensity to export
is 0.534 in markets with two potential entrants, which is slightly lower than the value of 0.588
that we found for all the markets in Table 8.

Now, consider the counterfactual scenario where the tariffs are eliminated. The second
row of Table 9 reports the new propensities to export. In markets with three potential
entrants the propensity increases from 0.372 to 0.450 as trade becomes duty free. Similarly,

in markets with seven potential entrants the propensity is now 0.247, compared to 0.197 in
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the original situation with positive tariffs. In particular, if we consider the probability that
at least one firm exports, this increases by 35 percentage points.?* When averaging across
all markets, we find that the propensity to export increases from 0.334 to 0.406 if tariffs
are eliminated. The difference is 7.2 percentage points, which is a large effect. Across all
market structures, the probability that at least one firm exports increases by 30.5 percentage
points.?® This is clearly a strong effect and confirms the importance of tariffs in determining
the export market decisions of firms.

Next, we ask by how much we overestimate the entry response due to trade liberalization
if the strategic interaction between superstar exporters is not taken into account. To address
this line of inquiry, we perform the same counterfactual exercise but after having turned off
the competitive effects. Essentially, we set 01, Opistance; 0aDP, aNd Ovariety Destinations €qual to
zero. We first compute the propensities to export at the original values of the exogenous
variables, i.e., with positive tariffs. The results are presented in the third row of Table 9.
As before, we find that the propensities to export are now very large, though different from
those in Table 8 because the set of markets are different.

Consider now what happens to the export propensities if we eliminate the tariffs. We
can compute the new equilibria in each market and we find that the average propensity to
export increases from 0.876 to 0.967, which corresponds to a 9.1 percentage point increase
in the average probability that a firm exports. This is a larger number than the one we
find when accounting for the competitive effects, which is 7.2 percentage points. When
looking at the probability that at least one firm exports, we now find that this probability
is 38.5 (4.24x0.091) percentage points higher after eliminating the tariffs. In contrast, our
previous estimates where strategic interactions between firms were accounted for yielded a
30.5 percentage points increase (cf. above). Thus, the probability that at least one firm
exports if tariffs are eliminated is overestimated by 8 percentage points when we do not take

into account the strategic interaction between firms.

24(0.247-0.197) x 7, which is equal to 35.
2This is calculated as the comparative statics effect across all markets (0.072) times the weighted average
number of potential entrants in markets with positive tariffs, which is equal to 4.24.
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7.2 Introducing Tariffs in Markets without Tariffs

Our second policy experiment introduces tariffs to countries that currently have no tariffs.
The exercise is similar to the one that we just described, except that now we look at a
different set of markets. Thus, now we change the binary variable Tariffs,, from 0 to 1
before recomputing the equilibria in each market-simulation.

The results of this counterfactual exercise are presented in the bottom panel of Table 9.
They show, for example, that introducing a tariff decreases the propensity to export from
0.371 to 0.303 in markets with four potential entrants. On average, the propensity to export
drops from 0.424 to 0.359, or by 6.5 percentage points. If we repeat this last exercise after
turning off the competitive effects, we find that the average propensity of export would be
predicted to drop by 7.8 percentage points.

When looking at the probability that at least one competitor stops exporting, we find that
the probability without accounting for the competitive effects is equal to 44.94 percent?S;
the same probability is equal to 37.44 percent when we account for the competitive effects.
Thus, not accounting for the competitive effects would lead to overestimating the drop in
the probability that at least one firm exports by 7.5 percentage points.

In summary, the strategic interaction between exporters implies that changes in tariffs
have a less dramatic effect than what we would predict in single-firm models, where each firm
acts independently of the other firms. We find the bias to be between 7.5 and 8 percentage

points.

8 Conclusion

We study the determinants of export decisions by superstar firms, defined as firms with a
share in industry-level exports of at least five percent. We model their export decisions
as the result of a strategic game of entry, which we estimate adapting the methodology in
Ciliberto & Tamer (2009) to an international trade framework. We find that competitive
effects have a large impact on firms’ export decisions: in the absence of strategic interactions,

firms would be 54.3 percentage points more like to export to a given market.

265,76 x 7.8, where 5.76 is the weighted average number of potential entrants in markets without tariffs.
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We also employ our model to analyze implications for trade policy. We show that failing
to account for the strategic interaction among superstar exporters leads to: (i) overstating
the probability that firms export to a market following tariff elimination by 8 percentage
points; and, (i) overstating the probability that firms would stop exporting to a market if
tariffs were imposed by 7.5 percentage points.

Finally, we find that the competitive effects vary across firms and destinations. Negative
competitive effects are larger in markets that are harder to enter, but smaller for firms with a
larger export portfolio in terms of the export destinations. These heterogeneous competitive
effects imply that there exist multiple equilibria, both in the identity and in the number of
firms.

There are some limitations to our analysis. To begin with, we have modeled the strategic
interaction among the firms as a static game. Our static model allows us to incorporate very
general forms of heterogeneity among firms as well as multiple equilibria. To our knowledge,
these are features that have not yet been modeled in dynamic games. We think of our
approach as complementary to one where firms are modeled as playing a dynamic game, but
where most of the heterogeneity across firms is necessarily assumed away.

Secondly, we have assumed that export decisions are independent across markets. For
example, a Danish firms that is deciding whether to export to the Netherlands does not take
into account its decision on whether to export to Belgium. This assumption is clearly at
odds with the empirical evidence (see, e.g., Albornoz et al. (2012) and Morales et al. (2017)),
but relaxing it is very difficult because it would require us to model firms’ decisions as if
they were building a network rather than one single link. We leave this challenging task to
future work.

Finally, we have maintained that the Herfindahl-Hirschman Index (HHI) captures the
role of non-Danish exporters in the import markets. Arguably, we would expect that the
strategic interaction between non-Danish and Danish firms is more complex and nuanced
than the one that can be captured by a single aggregate measure like the HHI. We think
that there is a lot to benefit from merging firm-product level data from different countries,

and we hope to see that direction pursued in future empirical work.
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A Data Appendix

A.1 Construction of Sample

Our starting point is the universe of export transactions by firm, destination and product.
We aggregate products up to the NACE four-digit industry level in order to account for
competition between firms producing products that are close substitutes. We focus on a
cross section for the year 2007.

We define superstar firms based on their share in industry-wide exports, and purely
domestic firms are therefore by definition excluded from the sample. However, this choice is
not very restrictive since firms that only sell their output domestically are typically smaller
firms. We also exclude wholesalers, retailers and other non-manufacturing firms, since these
firms’ exporting behavior differs significantly from the one of manufacturing firms; see, e.g.,
Bernard et al. (2015). However, in Appendix B we discuss results where we (i) account for
competition from non-manufacturing firms, or (ii) restrict the sample to industries where

manufacturing firms dominate overall exports.

Selection of Markets

As discussed in the main text, we restrict the sample to markets which could potentially
be served by the firms in our sample. Hence, we keep only markets that were served at
least twice over the last five years. Our final sample covers 72 percent of overall Danish
manufacturing exports.

Figure A.1 further describes the sample composition in terms of destinations and indus-
tries. In some of the most export intensive industries — such as NACE 2651 (“Manufacture
of instruments and appliances for measuring, testing and navigation”) and NACE 2110
(“Manufacture of basic pharmaceutical products”) — almost all destinations are judged to
be attractive (according to the criteria mentioned above), and hence included in the sample;
see Figure 1(a). Some other industries — such as NACE 2363 (“Manufacture of ready-mixed
concrete”) — are little export-oriented, and our sample selection criteria lead us to exclude
many destination markets. Similarly, in the most popular destinations (Germany and Swe-

den), we observe more than 200 industries; see Figure 1(b). However, on average, we only
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Figure A.1: Sample Composition: Destinations and Industries

include 92 industries per destination.

Persistence in Superstar Status

Varieties are included in the sample of superstar exporters if they have a share in industry-
wide exports in 2007 of at least 5 percent. Here, we document that firms do not become
superstars overnight, but rather that their is a large extent of persistence in superstar status.
In particular, 77 percent of superstars in 2007 were already superstars in 2006; and 81 percent
of superstars in 2006 were still superstars in 2007. Moreover, out of those varieties that
became superstars from 2006 to 2007, the average market share in 2006 (i.e., the year before
becoming superstar) was 2.4 percent. Thus, even those varieties that passed the 5 percent
threshold from 2006 to 2007 typically had a considerable share in industry-wide exports

already in the pre-sample year.

A.2 Discretization

In order to estimate the equilibrium model in Section 5, we need to discretize each of our
control variables. We do so by first standardizing the variable, i.e., subtracting the mean and
dividing by the standard deviation. Subsequently, we divide the standardized variable into
unit intervals. We then represent values that fall into a specific interval by the mid point of
this interval. We check the plausibility of the discretization procedure by comparing probit

results for the standardized and the discretized variables, and find that estimated effects are
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qualitatively and quantitatively unaffected by the discretization.

A.3 Computational Details

We use 100 simulations for each of the four errors, which are drawn independently from
four standard normal distributions and then added together. The simulated errors are then
used, together with the original values of the exogenous variables, and parameter guesses,
to compute the profits of each potential entrant in a market. Based on the profits, we
determine the equilibria in each market. The lower bounds in Equation (3) are constructed
based on all the market observations where there is a unique equilibrium. The upper bounds
are constructed based on all the market observations where there are multiple equilibria.
Then, we compute the distance function described in Section 2.2. We continue to search
over different parameter guesses until we minimize the distance function.

The minimization is run using a combination of different algorithms in Matlab. First,
we use the package simulannealbnd, which is a simulated annealing solver for derivative-free
optimization algorithm. Then, we use the package patternsearch, which is an algorithm that
uses a pattern search method that implements a minimal and maximal positive basis pattern.
Finally, we use a standard Nelder-Mead approach as well.

We start our computational analysis from the simplest model (Column 1 in Table 6)
using more than 20 different starting values. The choice of the starting values is informed
by the results from the probit regressions. For example, we choose positive initial parameter
values for the GDP, and negative for the geographical distance.

In addition, because all of our variables are standardized (except the binary variable
for the tariffs), we can limit our search of the parameters over the intervals [—3, 3] for the
exogenous variables. After one day of search, we check the best function value to that point,
and we start additional searches from the parameter associated to that function value and
from multiple other starting values that are built from small variations of the individual
parameters where the function had been minimized.

After finding the minimum for Column (1) of Table 6, we move in sequence to the other

Columns, adding each time more parameters to be estimated.
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Table B.1: Summary Statistics for Robustness Analysis

Mean Std dev N
Competitor-specific variables Z;,,
Number of employees; 585.0 1,340 36,949
Labor productivity; 658,260 322,641 36,788
Market-specific variables X,
Fringe Competitors,, 9.314 18.57 37,198
Non-Manufacturing Competitors,y, 13.91 31.85 37,198

Notes: The table reports summary statistics for additional control variables included in our robust-
ness analysis. All variables are included in logs in the estimation.

We find the minimum of the objective function in approximately three days using as
many as twenty-five individual computers at the same time, which were run separately. The
computer that we use are HP DL580 Gen9 - E7-4830v3 4 CPU server, with Intel Xeon
2.1Ghz/12-core/30MB/115W processors.

B Robustness Analysis

In this section, we report several sets of robustness checks. First, we extend our empirical
model to include additional control variables. Secondly, we analyze the robustness of our
findings to alternative ways of constructing our sample. Ideally, all robustness checks should
have been performed using the equilibrium model, but this proves computationally burden-
some. We thus resort to the (single equation) probit model in this section. Importantly, we
find that results are both qualitatively as well as quantitatively robust to those reported in

Section 4.

B.1 Additional Control Variables

This section analyzes the robustness to adding further control variables. Table B.1 reports
summary statistics for all additional variables and Table B.2 reports parameter estimates
from the probit model.

We first extend the set of variables included in the vector Z;,,. In particular, we allow
export participation to be related to firm size and labor productivity, as measured by the
number of employees and value added per employee, respectively. Firm size and productivity

are standard controls in the empirical trade literature; see e.g. Roberts & Tybout (1997)
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and Bernard & Jensen (2004). In fact, models with heterogeneous firms (e.g., Melitz (2003))
predict that larger, more productive firms are more likely to export to a given market.

Column (1) of Table B.2 broadly confirms these predictions. Firm size (as measured by
the number of employees) enters positively as expected. Firm productivity is the main driver
of export participation in empirical studies building on Melitz (2003). However, we find that
productivity does not affect the probability to export. On closer inspection, this result is
driven by a high correlation of productivity with a firm’s industry scope.

Next, we add further variables to the vector of market-specific determinants of profits,
X,n. In particular, we include the variable Fringe Competitors,,, which is defined as the
number of fringe firms entering a given market m.2?” Column (2) of Table B.2 shows that
the coefficient on Fringe Competitors,, is positive. Thus, in contrast to the negative effect of
other superstar competitors, fringe competitors actually have a positive effect on the export
decisions of the superstars. This finding is interesting because it confirms that negative
competitive effects are only relevant for large firms which have the capability of affecting
the market outcome. Moreover, it is consistent with the results on positive informational
spill-overs in the trade literature (see, e.g., Aitken et al. (1997), Koenig et al. (2010) and
Choquette & Meinen (2015)).

In column (3), we investigate the effects of competition from non-manufacturing firms.
The variable Non-Manuf. Competitors,, is defined as the number of non-manufacturing firms
entering a given market m.?® We find that the presence of non-manufacturing firms also has
a positive effect on the export probability of the superstars. Thus, similar to the case of
fringe firms, the net effect between negative competitive effects and informational spillovers
is positive if a firm’s non-manufacturing competitors enter a market.

Finally, we want to substantiate that our focus on manufacturing firms does not affect
our estimates of the competitive effect. We thus estimate regressions where we restrict
the sample to industries where manufacturing firms account for the majority of exporters
(defined as 50 percent or 70 percent); see columns (4) and (5) of Table B.2. Results for these

restricted samples are comparable to those reported in Table 5.

2"This variable is included in logs in the empirical model.
28This variable is included in logs in the empirical model.
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Thus, across all specifications reported in Table B.2, our estimates of the effect of interest

(the competitive effect between superstar exporters) remain unaffected.

B.2 Extending the Sample

In this section, we report a number of robustness checks regarding the construction of the

sample.

Robustness to Alternative Years

Our sample is a cross-section for the year 2007. The choice of year is mainly driven by
data availability regarding the tariff data. Specifically, the CEPII (Guimbard et al., 2012)
provides custom-made information on applied, preferential tariffs for the year 2007 for a
large number of importing countries. Importantly, non-ad valorem tariffs have already been
transformed into ad-valorem equivalents by these authors. Nevertheless, it is important to
establish that our results are not specific to the (pre-crisis) year 2007.

We thus estimate the probit model on data from different years. Specifically, columns
(1) and (2) of Table B.3 report results for the years 2005 and 2006, respectively. Note
that specifications do not include tariffs and the HHI, since these variables were not readily
available for those years. The parameter estimate for the competitive effect is negative and

comparable in magnitude to the one reported in Table 5.

Including More Markets

In the main text, we have restricted the sample to the top 100 destinations. In column (3)
of Table B.3 we show results where all destinations are included, as long as the criterion
regarding a market being ‘attractive’ (i.e. having been served at least twice over the last five
years) is still fulfilled. As can be seen, the sample size only increases slightly, implying that
the restriction to the top 100 destinations is not very strict. Moreover, results on the sign

and size of the competitive effect are again confirmed.
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Table B.3: Robustness to Extending the Sample

0 ) ©) @
Year 2005 Year 2006 All Destina-  Superstar 10
tions percent
Competitive Effect 7 -0.503%** -0.549%** -0.514%%* -0.615%**
(0.011) (0.011) (0.011) (0.019)
Firm Industries; 0.051*** 0.051%** 0.050*** 0.039**
(0.012) (0.013) (0.012) (0.018)
Variety Rank; 0.009 -0.013 -0.019* -0.009
(0.012) (0.012) (0.011) (0.016)
Variety Destinations;,, 1.142%** 1.099*** 1.107%** 1.162%**
(0.015) (0.015) (0.014) (0.020)
GDP, 0.725%*** 0.707*** 0.809*** 0.626***
(0.015) (0.015) (0.015) (0.017)
Geographical Distance, -0.779%** -0.759%** -0.790*** -0.691***
(0.015) (0.015) (0.015) (0.018)
Industry Sizer -0.033** -0.037** -0.023 -0.148%**
(0.015) (0.015) (0.014) (0.017)
Number of observations 37,893 35,566 40,247 20,517
Number of markets 9,183 8,985 9,670 8,732
Market random effects Yes Yes Yes Yes

Notes: The table gives coefficient estimates from a probit model for the firm-industry-destination specific export sta-
tus. All specifications include market (industry-destination) random effects. The Competitive Effect gives the count
of other competitors that are active in a market. All other variables (except for Tariffy, > 0) are standardized. Stan-
dard errors in parentheses. * ** *** denote significance at the 10%, 5%, 1% levels, respectively.

Applying a Stricter Superstar Definition

We have defined superstars as firms that, within an industry, account for 5 percent or more
of overall exports. The idea is that only sufficiently large firms have the market power to
influence market outcomes. The 5 percent threshold might still seem too low in this respect,
and we thus as a robustness check constrain the set of superstars to firms with a share
in overall industry-wide exports of at least 10 percent. Results, reported in column (4) of
Table B.3, confirm that the estimated competitive effect remains largely stable even with

this alternative superstar definition.
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