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1 Introduction

Background. In a seminal paper, Ramey and Ramey (1995) find a strong negative correlation

between the mean and volatility of output growth. Subsequent papers confirm this empirical

link for many other datasets (Martin and Rogers, 1997; Acemoglu et al., 2003; Aghion et

al., 2005; Imbs, 2007; Posch, 2008).1 Complementary to Ramey and Ramey, these studies

use additional controls such as exchange rate variability, financial development and various

measures of openness, institutions or monetary and fiscal policy.

The open question. These studies are primarily of an empirical nature. Except for

Aghion et al. (2005), these authors argue that the negative relation between volatility and

growth observed in the cross-section of countries may reflect causality. These papers do

not, however, inquire into the exact structural channels through which macro volatility and

growth interact. It therefore remains an open question whether the link indeed reflects a

causal relationship.

Our message. This paper plays the devil’s advocate and argues that any measure of macro

volatility used in the empirical literature measures an endogenous quantity. Endogeneity

arises from propagation and the endogeneity of technological jumps. Volatility is endogenous

both for measures that are based on cyclical components and for measures based on growth

rates. According to our interpretation, there is never a causal link from volatility to growth.

There is only a correlation.

Our framework. Our analysis builds on the DSGE models of endogenous cyclical growth

(Bental and Peled, 1996; Matsuyama, 1999; Francois and Lloyd-Ellis, 2003, 2008; Wälde,

2002, 2005).2 We use a version which has analytical solutions for plausible parametric re-

strictions and which comprises the continuous-time real business cycle (RBC) model as a

special case. This allows us to work out the importance of the underlying theoretical back-

ground for empirical work. Under an RBC view with exogenous technology shocks, volatility

can be ‘more causal’ for growth than under an cyclical growth view with endogenous jumps.

Using a plausible parameter restriction, we obtain two analytical volatility measures (bor-

rowing heavily from Garćıa and Griego, 1994). The first measures we use is the standard

deviation of output growth rates, the second one is based on stochastically detrended vari-

ables. While the first volatility measure is the common measure in the empirical literature,

the latter is identical in spirit to the many empirical detrending methods where a time series

is split into a growth trend and a stationary cyclical component.

Results. We illustrate how structural parameters affect our general-equilibrium volatility

1There is work suggesting that the link is not pronounced using time series evidence (Beaumont et al.,
2008). At different levels of aggregation either no significant relationship is found using state data (Dawson
and Stephenson, 1997), or a positive link is found at the sectoral level (Imbs, 2007).

2These papers in turn build on Aghion and Howitt (1992), Grossman and Helpman (1991) and Segerstrom
et al. (1990). The present paper builds explicitly on the stochastic Aghion and Howitt model using the
formulation for risk averse agents introduced by Wälde (1999).
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and growth measures directly by changing the variance and intensity of the shocks, and

indirectly by affecting the shock propagation.3 In our theoretical model, we focus on tax

rates as an example for economic policy parameters. A correlation between volatility and

growth can be predicted if the growth and volatility measures in our model economy are

considered for different (constant) tax rates. The volatility-growth link can even change sign

if tax rates are altered. We identify three channels through which macro volatility can be

affected by policy parameters, i.e., the speed of convergence (to the non-stochastic steady

state), the jump size and the arrival rate.

We therefore argue that it is important to account for the joint endogeneity before one

can address a potential causal relation between macro volatility and growth in any mean-

ingful way. For empirical analysis of the Ramey and Ramey (1995) type we recommend

the inclusion of control variables in the conditional variance equation to account for the

endogeneity of volatility.

Table of contents. The paper proceeds as follows. Section 2 introduces the model of en-

dogenous volatility and growth with taxes. Section 3 offers the solution for the equilibrium

dynamics and illustrates the notion of cyclical growth. Section 4 contains our main theoret-

ical contribution, the derivation of closed-form volatility measures. Section 5 comprises our

main economic insights and points out potential pitfalls in applied research. Section 6 holds

some concluding remarks.

2 The model

Production possibilities. Technological progress is labor augmenting and embodied in capital.

All capital goods can be identified by a number denoting their date of manufacture and

therefore their vintage. A capital good Kj of vintage j allows workers to produce with labor

productivity Aj, where A > 1 is a constant parameter.4 Hence, a more modern vintage j +1

implies a labor productivity that is A times higher than that of vintage j. The corresponding

production function reads Yj = Kα
j (AjLj)

1−α, where the amount of labor allocated to that

vintage is Lj and 0 < α < 1 denotes the output elasticity of capital.

There is a very large number of research firms which operate under perfect competition.5

Research costs are recovered by returns of a prototype which is the outcome of a successful

project. This differs from standard modeling of R&D where successful research leads to

a blueprint only. The prototype is a production unit - a machine - of size κt. This new

prototype is owned by the individuals who financed the successful R&D project (as reflected

3An empirical investigation of the propagation link between taxes and volatility is in Posch (2008).
4As in Wälde (2005) and in contrast to Boucekkine et al. (2005) or Feichtinger et al. (2006), we have

a discrete number of vintages. We share with the work of Boucekkine et al. the combined analysis of
endogenous fluctuations and growth and with Feichtinger et al. the analysis of the effect of “breakthroughs”
in technological progress.

5This is in the tradition of Hellwig and Irmen (2001); Boldrin and Levine (2001, 2002); Wälde (2002).

3



in the budget constraint below). The currently most advanced vintage is denoted by q and

implies a labor productivity of Aq.6 The new prototype yields a labor productivity of Aq+1

for workers having access to this new technology.

Research is a risky activity. Uncertainty in research is captured by a Poisson process

qt where the arrival rate of success is denoted by λt. Resources employed for research are

denoted by Rt. An exogenous function Dt captures the difficulty to make an invention (as

in Segerstrom, 1998). This function captures the idea that an economy needs to put more

effort into research for the next generation of capital goods, if new technologies are to appear

at a constant rate. There are constant returns to scale at the firm level. On the sectoral

level, however, an externality h (·) implies decreasing returns to scale,

λt = (Rt/Dt)h (Rt/Dt) ≡ (Rt/Dt)
1−γ , 0 < γ < 1, (1)

where the difficulty function Dt and the externality h (·) are taken as given by the firm.7

Given this research process, the capital stock of the next vintage follows

dKq+1 = κtdqt, (2)

which is a simple stochastic differential equation (SDE). The increment dqt of the Poisson

process qt can either be 0 or 1. As successful research means dqt = 1, this equation says

that the capital stock increases from 0 to κt in the good outcome. When research is not

successful, dKq+1 = 0 because dqt = 0.

Capital accumulation of existing vintages 1 to q is riskless. When resources are used to

accumulate existing capital, the capital stock of vintage j increases if investment in vintage

j exceeds depreciation δ,

dKj = (Ij − δKj) dt, j ≤ q. (3)

Given that value marginal productivity is highest for the most advanced vintage, investment

takes place only in vintage q. As R&D takes place under perfect competition, there is no

monopolist owning the new vintage and there is no patent protection. Thus, we observe

Ij = 0 ∀ j < q, and Iq = It for the most advanced vintage. As soon as a new capital

good is discovered through R&D, it is replicated by a large number of competing firms. In

contrast to R&D, this is a deterministic process because capital accumulation simply means

replicating existing machines. The process of capital accumulation is also - as in the standard

Solow growth model - perfectly competitive.

Before we continue with the description of the model, we present a few equilibrium

properties, some of them related to the vintage capital structure used here. They are useful

6More precisely, qt denotes the Poisson process whereas q denotes the label of the most recent vintage
(number of jumps up to time t). Though in principle interchangeable, after successful research, qt increases
by 1 while the label of older vintages remains like a stamp on the capital goods.

7Remember that arrival rates of Poisson processes can be added. Economically speaking, this means
that there are many “small” arrival rates λf

t = (Rf
t /Dt)h (Rt/Dt) where Rf

t stands for R&D investment in
research firm f. Aggregating over all research firms leads to the economy wide arrival rate λt.
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as they simplify the presentation of the government, preferences and the assumptions about

the difficulty function as well as the size of the prototype. Each vintage of capital allows to

produce a single output good, which is used for producing consumption goods, Ct, investment

goods, It, as an input for research, Rt, and for government expenditures, Gt,

q
∑

j=0

Yj = Yt = Ct + It + Rt + Gt, (4)

where the quantities denote net resources used for these activities, i.e., after taxation. All

activities in the economy take place under perfect competition. Hence, the producer price

of the production good, the consumption good, and both investment goods used for capital

accumulation and research will therefore be identical,

pYt = pCt = pKt = pRt . (5)

Aggregate constant labor supply in this economy is L. Allowing labor to be mobile across

all vintages such that wage rates equalize and assuming market clearing,
∑q

j=0 Lj = L, total

output of the economy can be represented by a simple Cobb-Douglas production function,

Yt = Kα
t L1−α, (6)

where vintage-specific capital has been aggregated to an aggregate capital index Kt,

Kt = K0 + BK1 + ... + BqKq =
q

∑

j=0

BjKj, B ≡ A
1−α

α . (7)

This index can be thought of as counting the ‘number of machines’ of the first vintage, j = 0,

that would be required to produce the same output Yt as with the current mix of vintages.

Applying Itô’s formula (or change of variable formula, cf. Sennewald (2007) for a rigorous

background and Sennewald and Wälde (2006) for an introduction) to (7) using (2) and (3),

the capital index Kt follows the SDE,

dKt = (BqIt − δKt) dt + Bq+1κtdqt. (8)

Because the capital index, Kt, is measured in units of the first vintage, it increases as a

function of effective investment, BqIt, minus depreciation, δKt. When an innovation occurs,

the capital index increases by the effective size of the new prototype, Bq+1κt.

Government. The government levies taxes on income, τ i, on wealth, τ a, on consumption

expenditures, τ c, on investment expenditures, τ k, and on research expenditures, τ r. In our

study, a positive tax either implies a real decrease in income or an increase in the effective

price (consumer price), whereas a negative tax denotes a subsidy. The government uses all

tax income (and does not save or run a debt) to provide basic government services Gt,

Gt = τ i(Yt − δB−qKt) + τ k(It − δB−qKt) + τ rRt + τ cCt + τ a (1 + τ k)B−qKt ≥ 0. (9)
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In order to focus on the effects of taxation from government expenditures, we assume that

government expenditure does not affect household utility or the production possibilities of the

economy. A myopic government simply provides basic government services without interest

in neither stabilization policy nor optimal taxation. The tax structure thus is exogenously

given to the model. Similarly, the absence of debt therefore is not relevant because we want

to illustrate the incentive effects of distortionary taxation on output growth volatility in

an endogenous cyclical growth model. Additional effects through the channel of fiscal debt

might be interesting but beyond the scope of this paper.

Producer prices from (5) are identical for all three production processes. When goods

are sold, they are taxed differently such that consumer prices are (1 + τ c) pCt , (1 + τ k) pKt ,

(1 + τ r) pRt , respectively. To rule out arbitrage between different types of goods, we assume

that a unit of production is useless for other purposes once it is assigned for a special purpose:

once a consumption good is acquired, it cannot be used for, e.g., capital accumulation.

Sales taxes have no theoretical upper bound. A 300% tax on the consumption good

would imply that 3/4 of the price are taxes going to the government and 1/4 goes to the

producer. Their lower bound is clearly −100%, when the good would be gratis. Similarly,

the upper bound for taxes on income is 100% (instant confiscation of income), while there

is no lower bound. Hence, we obtain −1 < τ c, τk, τ r and τ i, τa < 1.

Preferences. The economy has a large number of representative households. Households

maximize expected utility given by the integral over instantaneous utility, u = u(ct), resulting

from consumption flows, ct, and discounted at the subjective rate of time preference, ρ,

U0 = E0

∫ ∞

0

e−ρtu(ct)dt. (10)

We assume that instantaneous utility is characterized by constant relative risk aversion,

u (ct) =
c1−σ
t

1− σ
, σ > 0. (11)

The budget constraint reflects investment possibilities in this economy, the impact of

taxes and shows how real wealth, at, evolves over time. Households can invest in a risky asset

by financing research, it, and in an (instantaneously) riskless asset by replicating capital. We

measure wealth in units of the consumption good, priced at consumer prices. The household’s

budget constraint can best be illustrated from (A.12) in the appendix,

dat =

(

1− τ i
1 + τ c

(

q+1
∑

j=0

wK
j kj + wt

)

− ct −
1 + τ r
1 + τ c

it

)

dt−
(

1− τ i
1 + τ k

δ + τ a

)

atdt

+

(

1 + τ k
1 + τ c

κt
it
Rt
− B − 1

B
at−

)

dqt,

where at− ≡ lims→t as, s < t, denotes individual wealth an instant before a jump in t.

Intuitively, capital rewards from all vintages j,
∑q+1

j=0 wK
j kj, taxed at the rate τ i and divided
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by the consumer price gives after-tax capital income in units of the consumption good. The

same reasoning applies to labor income wt, consumption expenditures ct, and investment

into research it. Thus, the first bracket captures the increase in wealth at measured in units

of the consumption good at consumer prices. The second term captures the deterministic

wealth-reducing effect due to depreciation and the tax on wealth, where the tax rates in front

of the depreciation rate ensure that only net capital rewards (after depreciation) are taxed.

The third term is a stochastic component which increases the individual’s wealth in case of

successful research by the ‘dividend payments’ less ‘economic depreciation’. Here, ‘dividend

payments’ at the household level are given by the share it/Rt of a successful research project

financed by the household times total payoffs determined by the size κt of the prototype times

its value in units of the consumption good, i.e., (1 + τ k) / (1 + τ c). The term 1 + τ k implies

that successful research yields an installed capital good. Moreover, ‘economic depreciation’

of s ≡ (B − 1) /B > 0 percent emerges from the vintage capital structure as the most

advanced vintage from (5) has a relative price of unity and all other vintages lose in value

relative to the consumption good.

After some algebra, the budget constraint can be written as (cf. Appendix A.1)

dat =

((

1− τ i
1 + τ k

(rt − δ)− τ a

)

at +
1− τ i
1 + τ c

wt − ct −
1 + τ r
1 + τ c

it

)

dt

+

(

1 + τ k
1 + τ c

κt
it
Rt

− sat−

)

dqt, (12)

where factor rewards

rt = Bq ∂Yt
∂Kt

≡ BqYK, wt =
∂Yt
∂L
≡ YL, (13)

denote the rental rate of capital and the wage rate, respectively.

Assumptions. For the problem to be well defined, we need assumptions on the functional

forms of the ‘difficulty function’ as well as on the ‘size’ of the new prototype. We capture the

innovations in the past by the current (tax-independent) size of total wealth, Kobs
t = Lat,

Dt ≡ D
1 + τ c
1 + τ k

Kobs
t = DB−qKt, D > 0. (14)

Measuring wealth in consumer prices, the price of the capital good increases by the tax τ k

and the price to be paid for one unit of the consumption good increases by τ c. Through

these channels taxes directly affect individual’s real wealth, however, it seems plausible that

taxes do not directly affect the difficulty level.

The size of the prototype is argued to increase in the amount of time and resources Rt

spent on developing κt. Longer research could imply a larger prototype. We capture these

aspects in a simple and tractable way by keeping κt proportional to the (tax-independent)

size of total wealth an instant before a jump, Kobs
t− = Lat−,

κt ≡ κ
1 + τ c
1 + τ k

Kobs
t− = κB−qKt−, 0 < κ� 1. (15)

7



While it may be debatable whether or not the payoffs of the risky research project, as a

kind of income, could be subject to taxation, it seems a plausible assumption that the payoff

itself, that is the size of the prototype, does not directly depend on tax rates.

3 Equilibrium dynamics

Solving the model requires conditions for optimal consumption and research expenditure.

These two conditions, together with the capital accumulation constraint (8), market clearing,

and optimality conditions of competitive firms provide a system consisting of 6 equations

that determines the time paths of variables of interest Kt, Ct, Rt, Yt, wt and rt.

Such a system can best be understood by introducing auxiliary variables: In the classical

Solow growth model, capital per effective worker (or efficiency unit) is shown to converge to

a non-stochastic steady state and transitional dynamics can be separated from the analysis

of long-run growth. In the present context, we define K̂t and Ĉt as

K̂t ≡ Kt/A
q/α = B−qtKt/A

q
t , Ĉt ≡ Ct/A

q, (16)

which is almost identical to capital and consumption per effective worker as labor supply

is constant here. These variables allow us to separate the analysis of cyclical properties

of the model from long-run growth. In what follows, we denote K̂t and Ĉt as ‘cyclical

components’ of Kt and Ct since Aq/α and Aq turn out to be the stochastic trends for the

capital index in units of vintage 0 and in units of the most recent vintage q, respectively.

All variables expressed in units of the consumption good (including the capital stock in

units of the most recent vintage) share the same trend, Aq, as from (16 ). Thus dividing

non-stationary variables such as Yt, Ct, Rt, It , wt and Gt by the common stochastic trend

Aq, these ‘cyclical variables’ turn out to be stationary and within a bounded range (rt is

stationary by construction).

3.1 An explicit solution

It would be interesting to analyze such a system in all generality. One would run the risk,

however, of losing the big picture and instead be overwhelmed by many small results. As

the main objective of this paper is closed-form measures of volatility, we restrict ourselves

to a particular parameter set of the model that allows very sharp analytical results.

Theorem 1 If relative risk aversion equals the output elasticity of the capital stock, σ = α,

we obtain an equilibrium with optimal policy functions

Ĉt = ΨK̂t, R̂t = ΓK̂t, (17)
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where we define constants

Ψ ≡ 1 + τ k
1 + τ c

(

1− σ

σ

(

1− τ i
1 + τ k

δ + τ a

)

+
ρ + λ− (1− s) λξ−σ

σ
− 1 + τ r

1 + τ k
λ1−γD

)

, (18)

Γ ≡ λ1−γD, (19)

ξ ≡ 1 + κ− s, (20)

and the arrival rate becomes

λ =

(

1 + τ k
1 + τ r

κ

D
ξ−σ

)
1−γ

γ

. (21)

Proof. see Appendix B.3

Suppose the technological improvement (or economic depreciation s) of an innovation is

sufficiently large relative to the size of the new prototype κ � 1 such that ξ ≤ 1, or κ ≤ s.

Intuitively this assumption ensures that cyclical variables are accumulated and not reduced

over the cycle which seems the only empirically plausible assumption (cf. Wälde, 2005). It

follows from (12) and (15) that wealth, at/at−, and thus consumption, Ct/Ct− or research

Rt/Rt− jump by the factor ξ or equivalently by κ− s percent, whereas output Yt/Yt− from

(6), (8), and (15) increases by (1 + Bκ)α immediately after successful research.

The parametric restriction σ = α implies a relatively high intertemporal elasticity of

substitution above unity (or risk aversion below unity). While there is supporting empirical

evidence (as in Vissing-Jørgensen, 2002; Gruber, 2006), the relevance, our fundamental in-

sights about the presence of tax effects on volatility, as well as the channels through which

taxes affect volatility will not depend on this assumption. This parametric restriction has

proven useful in the macro literature to the study of equilibrium dynamics (e.g. Chang, 1988;

Xie, 1991, 1994; Boucekkine and Tamarit, 2004; Smith, 2007; Posch, 2009).

3.2 Cyclical growth

Exploiting the implications of Theorem 1, we can obtain the general-equilibrium behavior of

agents in a way as simple as in the deterministic Solow growth model with a constant saving

rate, even though we have forward-looking agents and an uncertain environment.

In terms of cyclical components, using Itô’s formula (change of variables) together with

capital accumulation in (8), the market clearing condition in (4) and the detrending rule

(16), our capital index follows (cf. Appendix B.3)

dK̂t =
(

Ŷt − Ĉt − R̂t − Ĝt − δK̂t

)

dt +
(

A−1ξ − 1
)

K̂t−dqt.

Inserting optimal consumption and research expenditure from (17 ) of Theorem 1, as well

as government revenues using Ĝt = A−qGt and government revenues from (A.16), yields

dK̂t =

(

1− τ i
1 + τ k

Ŷt −
(

1 + τ c
1 + τ k

Ψ +
1 + τ r
1 + τ k

Γ +
1− τ i
1 + τ k

δ + τ a

)

K̂t

)

dt +
(

A−1ξ − 1
)

K̂t−dqt

≡
(

θ0K̂
α
t − θ1K̂t

)

dt− θ2K̂t−dqt, (22)
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Figure 1: Dynamics of cyclical capital and growth cycles
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Note: This figure illustrates equilibrium dynamics of cyclical capital stock (intensive form) (left panel),
and the resulting endogenous growth cycles for output (right panel), where jumps occur at t1 and t2, each
starting a new growth cycle.

where we inserted Ŷt = A−qYt = K̂α
t L1−α from (6) and defined parameters

θ0 ≡
1− τ i
1 + τ k

L1−α, θ1 ≡
1

σ

(

ρ + λ− (1− s) λξ−σ +
1− τ i
1 + τ k

δ + τ a

)

, θ2 ≡ 1− A−1ξ.

As a result, similar to the Solow model our model implies a one-dimensional reducible SDE

with non-linear drift in (22), but satisfying utility-maximizing behavior of agents for α = σ.

Note that θ1 is obtained when inserting Ψ and Γ from (18) and (19), respectively.

The terms in (22) containing parameters θ0 through θ2 have an economic interpretation:

θ0K̂
α
t represents cyclical output of this economy reduced by taxation, θ1K̂t denotes effective

resource allocation to research, private and government consumption, as well as physical de-

preciation. From (22), θ1−αθ0K̂
α−1
t is the speed of convergence towards K̂∗. The parameter

θ2 denotes the proportional size of the jump in the cyclical capital index.

For illustration, Figure 1 plots K̂t against the deterministic part of the stochastic growth

dK̂t/dt (left panel). Similar to the steady-state in the Solow model, the non-stochastic steady

state, K̂∗, is

K̂∗ =

(

θ0

θ1

)
1

1−α

=

( 1−τ i

1+τk
σ

ρ + λ− (1− s) λξ−σ + 1−τ i

1+τk
δ + τ a

)
1

1−α

L, (23)

where we used the definitions from (22). Note that the non-linear deterministic part in

equation (22) implies that the speed of convergence (the slope in Figure 1) depends on the

level of K̂t, thus changes as K̂t moves towards (1− α)θ1.

We can now start our analysis as in deterministic models. Suppose K̂0 is the initial capital

stock, 0 < K̂0 < K̂∗.8 Households optimally allocate parts of their savings between research

8Without loss of generality, we abstract from the case where K̂0 > K̂∗. Given that θ2 < 1, at some point
in time cyclical capital stock will be below its non-stochastic steady state with probability one.
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and capital accumulation. Assuming a certain length of time without jumps, i.e., without

successful innovation, the economy grows due to capital accumulation and converges to the

non-stochastic steady state, K̂∗. As in the Solow model, growth rates are initially high and

approach zero. Once a jump occurs, qt = qt− + 1, the capital stock of the new vintage q + 1

increases discretely by κt from (2). This leads to a discrete increase of the capital index by

the effective size, Bq+1κt. Although capital increases by the size of the new prototype, our

assumption about κ being sufficiently small ensures ξ ≤ 1 in (20), and the cyclical capital

K̂t unambiguously decreases because the frontier technology shifts outwards (cf. Figure 1).

Because of higher marginal products, capital accumulation becomes more profitable, growth

rates jump to a higher level approaching zero again until the next innovation occurs.

The discrete increases of labor productivity by A imply a step function in vintage-specific

total factor productivity (TFP), in contrast to the smooth evolution in traditional balanced

growth models à la Romer (1990). As a result, output in this economy is growing through

cycles as illustrated in Figure 1 and fluctuations are a natural phenomenon in a growing

economy. However, this step function of vintage-specific TFP does not imply that there are

discrete jumps in aggregate TFP. As we show in (6), vintages of capital goods can easily be

aggregated to an index (7) which weights them such that prices fully reflect differences in

productivity and the aggregate TFP is constant and equal to unity.

4 Volatility measures and endogeneity

Volatility can be measured in many ways. The empirical literature focuses on either the

standard deviation of output growth rates or the variance of cyclical variables. In this study,

we obtain closed-form measures based on both cyclical components and growth rates. We

show that both are closely related. Our limiting properties are based on cyclical components,

so a measure based directly on cyclical components is appealing. Measures based on growth

rates are more complicated, but straightforward to apply in empirical research.

4.1 Cyclical components

The empirical literature offers a large number of techniques to obtain stationary variables.

Given their complexity, virtually none of these filters allows us to derive cyclical components

which imply closed-form measures of volatility. Moreover, deterministic filters, e.g. removing

a deterministic trend, would give no meaningful cyclical variables as the second moment is

not bounded. We therefore use a very simple stochastic filter, the Solow-type detrending rule

used in (16), to compute our cyclical components. It captures the trend by a step function

Aq, caused by the discrete increases of qt. In fact, we decompose the series into a stochastic

trend and a stationary cyclical component.

Cyclical utility. For analytical tractability we work with cyclical utility. In most empir-
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Figure 2: Detrended instantaneous utility
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Note: This figure illustrates the dynamics of cyclical utility with constant speed of convergence (the slope
of dû/dt). Otherwise the dynamics are similar to those of cyclical capital stock (compare with Figure 1).

ical studies, the measures of volatility are based on aggregates such as output. While the

dynamics of cyclical output are very similar to that of cyclical utility, its non-linear drift

results in moments that would not allow us to derive analytic expression. Based on cyclical

utility, we are able to compute higher moments explicitly as they denote the solution to a

reducible ordinary differential equation (ODE). Moreover, we show that it is reasonable to

assume that the qualitative effects on volatility are equivalent because the channels are the

same.9 For α = σ = .5, even the quantitative effects for cyclical output and cyclical utility

are the same (cf. also Appendix 7.1).

We define individual cyclical utility, in analogy to (11), as the component of utility that

stems from the cyclical component of consumption in (16),

ût =
(Ĉt/L)1−σ

1− σ
. (24)

Using Itô’s formula, cyclical utility follows

dût =
(

θ0(Ψ/L)1−σ − θ1(1− σ)ût
)

dt +
(

(1− θ2)
1−σ − 1

)

ût−dqt

≡ (ϑ0 − ϑ1ût) dt− ϑ2ût−dqt, (25)

where we defined

ϑ0 ≡ (Ψ/L)1−σθ0, ϑ1 ≡ (1− σ)θ1, ϑ2 ≡ 1− (1− θ2)
1−σ .

Most notably, the structure is similar to the evolution of the cyclical capital (22), only

the speed of convergence, ϑ1, is constant (the slope in Figure 2). Now the SDE in (25)

9In fact, there are approximation rules which allow to compute e.g. the coefficient of variation (cv) of
consumption once the cv of utility (a monotone transformation of consumption) is known.
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is reducible with a linear drift. Again, we can gain insights from plotting ϑ0 − ϑ1ût on

the vertical axis, while ût is depicted on the horizontal axis (Figure 2). Obviously, cyclical

utility has support between 0 and its non-stochastic steady state, 0 < û0 < û∗, which from

(25) is given by ϑ0/ϑ1. Starting from û0, as long as no innovation takes place, the cyclical

component approaches its upper bound. Each successful research project reduces cyclical

utility by ϑ2ût−, i.e., ϑ2 percent of its level an instant before the innovation, which ensures

that cyclical utility always remains positive.

Computing moments. Exploiting the methods in Garćıa and Griego (1994), we can

compute moments of the cyclical component as follows. Using the integral version of (25),

ût = û0 +
∫ t

0
(ϑ0 − ϑ1ûs) ds−

∫ t−
0

ϑ2ûsdqs, and the martingale property (cf. Appendix 7.2),

we obtain

E0(ût) = û0 +

∫ t

0

(ϑ0 − ϑ1E0(ûs)) ds− λ

∫ t−

0

ϑ2E0(ûs)ds, (26)

which gives the evolution of the first moment of ût as a linear ODE which can be solved and

is shown to converge to a constant. Using a similar approach, higher order moments can be

computed easily.10 In fact, denoting the nth moment by

m̂n

t ≡ E0 (ûnt ) , (27)

the first and second moment of the stationary distribution are given by

m̂1 ≡ lim
t→∞

m̂1

t =
ϑ0

ϑ1 + λϑ2
, (28)

m̂2 ≡ lim
t→∞

m̂2

t =
2ϑ0

2ϑ1 + λ (1− (1− ϑ2)2)
m̂1 . (29)

To understand the moments, we go back to Figure 2. Observe that the first moment

m̂1 lies between 0 and the non-stochastic steady state ϑ0/ϑ1. As the process ût is described

completely by (25), given an arrival rate λ, only the parameters of this process, ϑ0, ϑ1, ϑ2

and λ, can show up in its moments. A larger ϑ0 and a smaller ϑ1 shifts the mean m̂1 to the

right as it moves the dût/dt line to the right (cf. Figure 2). When ϑ2 or λ increases, the

mean shifts to the left as either jumps are larger or more frequent. From (29), the second

moment has properties similar to m̂1 with respect to ϑ0, ϑ1, ϑ2 and λ. Thus, a larger range

and more frequent jumps increase the dispersion and thus the second moment.

Our measure. Using both moments, computing the variance would be straightforward. As

a measure of volatility, however, it seems less suitable because of scale-dependence. A scale-

independent measure is the variance of the percentage deviations from some non-stochastic

steady state or from expected value. Such a relative measure of dispersion is coefficient of

variation (cv). Given that the variance of a random variable is the difference between its

10The structure of the moments is remarkable as it shows that the distribution of ût exists, is unique
and represents a generalization of the β-distribution (thanks to Christian Kleiber for pointing this out). As
shown in Appendix 7.3, fairly complex expressions appear for state dependent moments.
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second moment and the square of its mean, it is defined by

cv2 ≡ lim
t→∞

V ar0 (ût)

(E0 (ût))
2 =

ϑ2
2

2ϑ1/λ + 2ϑ2 − ϑ2
2

, (30)

where for the second equality we inserted the moments from (28) and (29), respectively.

Computing the cv shows that it is independent of ϑ0. This is not surprising as ϑ0 is

a scaling parameter and the cv is scale-independent. This can intuitively be understood

from Figure 2 where the effect of ϑ0 on the cyclical component could be removed by scaling

both axes with 1/ϑ0. A lower speed of convergence, ϑ1, implies a higher measure of relative

dispersion, cv. Clearly, the slower the economy approaches its non-stochastic steady state,

the higher is the overall variability of cyclical components. The jump term ϑ2 and the arrival

rate, λ (note that ϑ1/λ decreases in λ), have a positive effect on cv, meaning that larger and

more frequent jumps imply a higher measure of relative dispersion.

Our channels in growth rates. In order to relate our measures in (30) to empirical mea-

sures, it is very useful to study the growth rates of cyclical variables. To obtain moments

of growth rates, we use integral equations for the log-variables and exploit the martingale

property. For cyclical capital, the growth rates are obtained from

d ln K̂t =
(

θ0K̂
α−1
t − θ1

)

dt +
(

ln K̂t − ln K̂t−
)

dqt

=
(

θ0K̂
α−1
t − θ1

)

dt + ln(1− θ2)dqt. (31)

Integrating gives the growth rate of cyclical capital per unit of time ∆ as

ln K̂t − ln K̂t−∆ =

∫ t

t−∆

1− τ i
1 + τ k

rs/αds− θ1∆ + ln(1− θ2)(qt − qt−∆), (32)

where we relate growth rates to the integrated process of capital rewards, rt = αK̂α−1
t L1−α.

Similarly, the growth rate of cyclical output is ∆ŷt ≡ ln Ŷt − ln Ŷt−∆ = α(ln K̂t − ln K̂t−∆).

By inspection of (32), the expected growth rate of cyclical variables per unit of time is zero.

This result is intuitive because K̂t is bounded between 0 and K̂, which implies a stationary

distribution (as illustrated in Figure 1). In order to calculate the variance of growth rates

the following lemma is very useful.

Lemma 1 Suppose that ln K̂t follows (31), then

lim
t→∞

Cov0

(

ln K̂t − ln K̂t−∆, qt − qt−∆

)

= ln(1− θ2)λ∆.

Proof. Appendix C.2

After some algebra, we obtain the asymptotic variance as (cf. Appendix 7.6)

lim
t→∞

V ar0(∆ŷt) = lim
t→∞

V ar0

(

1− τ i
1 + τ k

∫ t

t−∆

rsds

)

+ (α ln(1− θ2))
2λ∆. (33)
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This result is remarkable because it shows that the variance of growth rates depends on the

variance of the (integrated) process of capital rewards, which in turn follow

drt = c1rt(c2 − rt)dt + c3rt−dqt, (34)

where c1 ≡ 1−α
α

1−τ i

1+τk
, c2 ≡ ϑ1/c1, and c3 ≡ ϑ2/(1 − ϑ2). In fact, this SDE describes the

(transitional) equilibrium dynamics of capital rewards, often referred to as the stochastic

Verhulst equation. It is shown that r has a unique limiting distribution, and the moments

of the limiting distribution are available in closed-form (cf. Appendix 7.5)

E(r) =
c1c2 + ln(1 + c3)λ

c1
, V ar(r) =

c3λ− ln(1 + c3)λ

c1
E(r).

Unfortunately, the variance of the integrated process in (33) is complicated because of

the non-linear dynamics in (34).11 In order to obtain a closed-form expression, we propose

to approximate the asymptotic variance of the integrated process by

lim
t→∞

V ar0

(
∫ t

t−∆

rsds

)

≈ lim
t→∞

V ar0 (rt∆) = V ar(r)∆2. (35)

Two observations give support to the usefulness of this approximation. First, in simulations

for reasonable calibrations we find only negligible differences. Second, we are not interested

in the variance of the growth rate per se, but in the asymptotic effects of taxes. A precise

measure would take into account the auto-covariance function based on asymptotic moments

limt→∞E0(rsru). Because of the non-linear structure of capital reward dynamics in (34), joint

moments depend on higher-order moments, and thus are difficult to compute analytically.

Hence, our approximate measure focuses on the tax effects on the variance neglecting the

auto-correlation structure of capital rewards in our comparative static analysis below.

To summarize, we can define a measure of volatility based on growth rates as

V ar(∆ŷt) ≡ lim
t→∞

V ar0

(

1− τ i
1 + τ k

rt

)

∆2 + (α ln(1− θ2))
2λ∆ (36)

=
(

α
1−α

)2
(

ϑ2

1−ϑ2
+ ln(1− ϑ2)

)

(ϑ1 − ln(1− ϑ2)λ)λ∆2 +
(

α
1−α ln(1− ϑ2)

)2
λ∆,

where we inserted the asymptotic moments for r and collected terms. Obviously, this measure

shares the property of scale independence with the cv because we consider growth rates,

which by construction are scale independent.

11For a similar mean-reverting model of the spot rate dynamics, namely the Ornstein-Uhlenbeck process,
drt = c1(c2−rt)dt+c3dqt, the auto-covariance function and the measure are available in closed form. For this

linear model, V ar(
∫ t

t−∆
rsds) is proportional to V ar(r) ≡ limt→∞ V ar0(rt), and V ar(

∫ t

t−∆
rsds) ≈ V ar(r)∆2

coincides with its second-order Taylor approximation about ∆ = 0.
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4.2 Output growth rates

An empirically more obvious measure is based on observed output growth rates. According

to the detrending rule (16), we may write logarithmic output as

ln Yt = α ln Kt + (1− α) lnL

= α ln K̂t + (1− α) lnL + qt ln A, (37)

i.e., we split our time series ln Yt into a trend component, qt ln A, and a stationary component,

α ln K̂t+(1−α)L,.12 Both the trend component and the stationary component are stochastic.

Even though our model is formulated in continuous time, we can relate our trend component

to a discrete-time random walk as qt ≡ qt−∆ + ∆qt, where ∆qt ∼ (λ∆, λ∆) , describes a pure

random walk with drift. Hence, the trend component qt ln A has a unit root and the cyclical

component K̂t is stationary by construction.

Let the growth rates per unit of time be ∆yt ≡ ln Yt − ln Yt−∆, from (37) we obtain

∆yt = α
(

ln K̂t − ln K̂t−∆

)

+ (qt − qt−∆) ln A = ∆ŷt + ∆qt ln A. (38)

Using Lemma 1 and (36), we define our second measure based on output growth rates as

V ar(∆yt) ≡ V ar(∆ŷt) + lim
t→∞

Cov0(ln K̂t − ln K̂t−∆, qt − qt−∆) + V ar(∆qt lnA)

= V ar(∆ŷt) + 2 α
1−α ln A ln(1− ϑ2)λ∆ + (ln A)2λ∆ (39)

=
(

α
1−α

)2
(

ϑ2

1−ϑ2
+ ln(1− ϑ2)

)

(ϑ1 − ln(1− ϑ2)λ) λ∆2

+
(

α
1−α ln(1− ϑ2) + ln A

)2
λ∆.

Similarly, using (38) and the expectation operator,

E(∆yt) ≡ lim
t→∞

E0(∆yt) = E(∆ŷt) + E(∆qt) lnA = λ ln A∆. (40)

Hence, the long-run expected growth rate of the common stochastic trend is determined

by the arrival rate of new technologies. From (21), λ increases in the investment tax, τ k,

and decreases in the tax on research, τ r. Below we study the effects of taxes on volatility.

5 Volatility and taxation

5.1 Theoretical findings

Our measure of volatility in (30) is affected through three channels, the speed of convergence

ϑ1, the jump size ϑ2, and the arrival rate λ. As shown, these determinants appear in the

12Other models of endogenous fluctuations and growth are of a deterministic nature. An exception is
Bental and Peled (1996) who first studied endogenous fluctuations and growth. Unfortunately, their model
is fairly complex making an explicit analysis of stochastic properties of trends and cycles a difficult task.
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Figure 3: The cyclical components and their determinants ϑ1, ϑ2 and λ
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Note: This figure illustrates the determinants of cyclical components and the coefficient of variation (cv)
of cyclical utility, using an arbitrary realization of the SDE in (25). Our measure in (30) is determined by
the speed of convergence, ϑ1 (or the scale independent range), the arrival rate, λ, and the jump size, ϑ2.

measures based on growth rates in (36) and (39). For illustration, the interpretation of

these channels is based on (25). Consider an arbitrary realization of the cyclical component

in Figure 3. In line with our previous results, the speed of convergence, ϑ1, determines

the range of cyclical utility (0, ϑ0/ϑ1). The upper limit corresponds to the non-stochastic

steady state for cyclical capital, K̂∗ = (θ0/θ1)
1

1−α . However, the only parameter which

matters for the relative dispersion of cyclical utility is ϑ1 (recalling that ϑ0 is a scaling

parameter only). From its definition in (25) and the discussion of (22), it is clear that the

parameter contains the effective resource allocation to both research expenditures and total

consumption. Moreover, the arrival rate λ measures the frequency of jumps (the inverse

measures the expected length). Finally, the size of the jump is measured by ϑ2.
13 Hence we

find that macro volatility depends on the level of taxes if at least one of the three channels,

(i) the speed of convergence, (ii) the jump size or (iii) the arrival rate, depend on taxes.14

To understand the effects of taxation on macro volatility, we may restrict attention to

the speed of convergence and the arrival rate (or jump probability), because the jump size

does not depend on taxes. The independence of ϑ2 follows from the fact that the jump in

consumption, ξ = 1 − s + κ, from (25) is not affected by taxes. Economically, this result

is obtained because payoffs κ are not taxed and economic depreciation, s, does not imply

tax-exemption as does physical depreciation, δ. The tax effects on the arrival rate λ are

13A similar decomposition of the channels through which measures based on cyclical output, Ŷt = K̂α
t L

1−α,
or cyclical consumption, Ĉt = ΨK̂t, are affected by taxes is provided in Appendix 7.1. As the speed of
convergence is not constant for either variable, these effects are analytically intractable. However, close to
the non-stochastic steady state, the speed of convergence is the same for all three variables, ϑ1 = (1− α)θ1.

14If growth and cycles are exogenous, i.e., if there is an exogenous arrival rate λ without research, the
model describes a continuous-time RBC model with vintage-specific capital. In this case, macro volatility is
partly endogenous and affected by taxation through the speed of convergence, ϑ1.

17



Table 1: Qualitative tax effects on composite parameters, macro volatility and growth

Taxes
τ i τ c τ r τk τa

(income) (consumption) (research) (investment) (wealth)

ϑ1 (speed of convergence) − 0 − +† +
ϑ2 (jump size) 0 0 0 0 0
λ (arrival rate) 0 0 − + 0

E(∆yt) (mean growth rate) 0 0 − + 0
sd(∆yt) (s.d. of growth rates) − 0 − +† +
cv(û) (coefficient of variation) + 0 − + −

† for δ sufficiently small

Note: This table shows the qualitative tax effects of time-invariant tax rates on macro volatility and growth
and their components. The measures include the speed of convergence of cyclical utility, ϑ1, the jump size,
ϑ2, and the arrival rate, λ, which determine the long-run expected growth rate, ∆yt, and the coefficient of
variation of cyclical utility, cv(û).

obtained from (21). The parameter ϑ1 in (25) depends on taxes both directly and indirectly

through the arrival rate. The direct effect reflects the effective rate of physical depreciation,
1−τ i

1+τk
δ +τ a, whereas the indirect effect reflects tax effects on the arrival rate, λ, which in turn

are due to changes in private consumption, Ĉt, research expenditures, R̂t, and government

consumption, Ĝt. Inserting λ into ϑ1 gives unambiguous results (cf. Appendix C.3). For

reading convenience, the qualitative results are summarized in Table 1.

5.2 Comparative statics

Let us now combine the effects of our three channels on volatility in a comparative static

analysis. As we have only two tax-dependent channels, the speed of convergence, ϑ1, and

the arrival rate, λ, taxes affect the variance of the limiting distribution of stationary macro

variables by either changing the speed of convergence (without affecting λ in ϑ1), the arrival

rate, or both. Clearly, a tax which has no effect on ϑ1 and λ, does not affect our mea-

sures either. The tax on consumption expenditures, τ c, is such a tax because government

consumption offsets changes in private consumption.

When taxing wealth, τ a, the arrival rate λ is not affected. The speed of convergence,

ϑ1, increases which causes cv in (30) to decline. Economically, τ a decreases the households’

return on savings, or equivalently, increases the effective rate of depreciation. This in turn

implies a lower non-stochastic steady-state, K̂∗, and more resources are used for consumption

and research. Holding constant the length of a cycle but ‘squeezing’ the cyclical components

in Figure 3, the relative dispersion of the components must be lower.

An increase in the income tax, τ i, reduces the speed of convergence ϑ1 but does not affect

the jump probability, λ. As a consequence, volatility unambiguously increases in this tax.
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How can this result be understood? The parameter ϑ1 in (25) decreases for the following

reason: Only net investment is taxed (as discussed above), this means that a higher tax

on income increases the positive effect of the refunding policy and reduces the impact of

the depreciation rate, δ. A lower effective depreciation rate increases incentives for capital

accumulation, and the non-stochastic steady-state capital stock, K̂∗, increases.

For the taxes on research, τ r, and investment, τ k, the results are less clear-cut. With these

taxes the arrival rate λ, is affected, which in turn changes cv directly and indirectly through

ϑ1. The direct effect of λ on cv is unambiguously positive. Computing the derivatives,

however, we obtain the results for our measures of volatility as in Table 1. A higher tax

on research depresses the arrival rate and the ratio ϑ1/λ increases, which in turn decreases

cv in (30). Intuitively, higher rates τ r make investment in research less profitable and the

arrival rate falls. Less frequent jumps imply a lower relative dispersion of cyclical variables.

A lower λ also decreases ϑ1, thus less resources are used for consumption and research. This

implies a larger range 1/ϑ1 in Figure 2 and higher volatility. The indirect effect through the

lower speed of convergence does not compensate the direct effect through the lower arrival

rate. Hence, the ratio ϑ1/λ increases and cv in (30) decreases (as shown in Appendix C.3).

Similarly, the results for τ k are as follows: A higher tax on the accumulation of physical

capital shifts resources towards consumption and research. It increases the arrival rate which

in turn increases volatility and ϑ1. An additional effect comes about through a negative effect

on the effective rate of depreciation, which makes the effect on ϑ1 ambiguous. Nonetheless,

the ratio ϑ1/λ unambiguously decreases, thus cv in (30) increases.

Given the discussion above, we can now understand why empirical measures such as the

sd of output growth rates may also depend on taxes. Consider the speed of convergence ϑ1.

As shown above, an increase in ϑ1 decreases the range of the cyclical component. Intuitively,

this decreases the cv and variables in efficiency units, but increases the variance of capital

rewards. This in turn implies a higher variance of output growth rates (using Lemma 1).

Hence, the tax effects implied through the propagation of shocks is reversed for measures

based on growth rates. The qualitative effects on the arrival rate, however, are identical to

measures of relative dispersion of cyclical components.

5.3 The non-causality between volatility and growth

We are now prepared to make our main point. For a given tax policy, our economy follows

a certain cyclical growth path. Now imagine a second economy with a different tax policy

and a third one with yet another tax policy and so on. Given our comparative static results,

it is straightforward to understand why growth and volatility are correlated and that this

correlation can take any sign - depending on cross-country differences in tax systems and

which measure one uses for volatility.

Suppose differences across countries exist only in the investment tax (value added tax on
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physical investment goods). Table 1 shows that both growth and volatility increase in the

investment tax (independently of the measure of volatility), as resources are shifted to R&D.

In a cross-section of countries, one would observe a positive correlation between volatility

and growth. The same positive correlation would exist if countries differed only in their

research tax. A negative correlation between volatility and growth is predicted by our model

for various combinations of tax rates. One example is when countries with a high tax on

investment also have a high tax on income. The investment tax increases volatility and

growth, the income tax decreases volatility (focusing on the empirical measure, i.e., the sd

of growth rates in Table 1). If the negative effect is stronger than the volatility-increasing

effect of the investment tax, there is a negative correlation between investment and growth.

The reader may want to discuss our examples on tax policy structures as well as the

generality of our parametric restriction α = σ. Yet, our general point remains: Differences in

economic policies across countries imply differences in growth rates and volatility. Depending

on cross-country differences, correlations of any magnitude and sign can occur and in no case

is there a causal relationship between the two.

5.4 Implications for empirical research

Given our theoretical findings, there are at least two messages for empirical work: First, a

volatility-growth analysis in the spirit of Ramey and Ramey (1995) needs to add - relative

to the original Ramey and Ramey setup - additional controls to the conditional variance

equation. Second, once these additional variables are added, the existing omitted variable

bias will be reduced. Even then, however, the estimated coefficient for the volatility-growth

link remains a measure of correlation and not a measure of causality.

To elaborate on the first point, consider the following extension of Ramey and Ramey,

∆yit = νσit + θXit + εit, where εit ∼ N(0, σ2
it) (41a)

σ2
it = αi + βZit (41b)

where ∆yit is the growth rate of output per capita for country i in year t, σit is the standard

deviation of the residuals; Xit is a vector of control variables (the Levine-Renelt variables);

Zit (a subset of Xit) is a vector of control variables which affect both growth and volatility;

αi are country fixed effects (i.e., country dummy variables); whereas θ and β are vectors of

coefficients. The key parameter of interest is ν, which links growth to volatility.

For β = 0 this specification is equivalent to the original Ramey and Ramey formulation.

Given our theoretical arguments, the conditional variance equation also needs to include

additional controls, i.e., the variables included in Zit. As we have seen that the level of

taxes can have a strong effect on volatility, we would expect β to be significant. According

to our model, Zit measures the level of taxes. If taxes were constant over time, Zit = Zi,

our proposed extension would be equivalent to country-specific fixed effects - as already
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included in Ramey and Ramey (1995, p.1141). A successful empirical implementation of our

argument therefore requires sufficient variation in taxes over time. As is well-known from

Mendoza-Razin-Tesar tax rates, such variation is present in the data indeed.

On the second point, once additional controls Zit are added, the estimator for ν - the

volatility-growth link - will become a function of Zit. To the extend that our theoretical

model captures some aspect of the true data-generating process, adding Zit removes an

omitted variable bias. Proceeding in this direction (see Posch, 2008) shows that the estimate

for ν becomes more precise, and ν becomes more negative than in Ramey and Ramey. Yet,

given our theoretical point of view, the relation between volatility and growth does still not

reflect a causality, it is only a correlation.

6 Conclusion

There is a growing literature which analyzes the joint endogeneity of volatility and growth.

This paper emphasizes the implication of this approach for the volatility-growth link: This

link is a pure correlation, there is no causality running from volatility to growth.

We illustrate our point by identifying tax rates as the truly fundamental parameters

which determine the growth rate and the degree of volatility of a country. One of our

main theoretical contribution lies in the fact that all measures of volatility are obtained

analytically. This allows us to follow an analytical approach in understanding the channels

through which the level of tax rates affects volatility and growth of a country.

We find that tax rates determine the sign of the correlation between volatility and growth.

For example, if taxes on wealth are used to facilitate R&D investment, growth and volatility

are positively correlated. In contrast, if taxes on wealth are used to promote physical capital

investment, a negative link can occur. For empirical work building on Ramey and Ramey

(1995), we conclude that additional control variables are needed in the conditional variance

equation. Neglecting to do so results in biased estimates of the growth-volatility link.

As always, there are limitations in this paper opening up interesting future research

avenues. Given that we want to push our argument to the extreme, we do not allow for any

exogenous source of volatility. In an extended calibrated framework with both endogenous

and exogenous shocks, one can identify which share of volatility is caused endogenously.

This would allow to take a more balanced point of view and would lead to a conclusion

on the degree (i.e., a certain percentage) to which volatility is causal for growth. In our

framework, there is only correlation. In this extended framework (and probably in the real

world), volatility could be partly causal for growth.

More broadly speaking, the concept of causality and the extent to which causality can be

identified by a framework in the tradition of Ramey and Ramey (1995) can be investigated.

One can start with a theoretical model with both endogenous and exogenous sources of

volatility. Simulating this model would allow regressions of the Ramey and Ramey type
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with this artificial data. As the theoretical world would tell us ‘how causal’ volatility is for

growth, one would understand which specification we need for a regression in order to be

able to identify causality. We leave all of this for future work.

7 Appendix

7.1 Cyclical components

As from (24), we have dût = (1/L)1−σ /(1− σ)dĈ1−σ
t . With Ĉt = ΨK̂t from (17) we obtain

dĈ1−σ
t = Ψ1−σdK̂1−σ

t . Using (22) and Itô’s formula,

dK̂1−σ
t = (1− σ)

(

θ0K̂
α
t − θ1K̂t

)

K̂−σt dt +
((

K̂t− − θ2K̂t−
)1−σ − K̂1−σ

t−
)

dqt

= (1− σ)
(

θ0 − θ1K̂
1−σ
t

)

dt−
(

1− (1− θ2)
1−σ)K̂1−σ

t− dqt. (42)

The non-stochastic steady state (range of the cyclical component) is K̂1−σ∗ = θ0/θ1, the

speed of convergence is (1− σ)θ1, and jump term is 1− (1− θ2)
1−σ. Note that the speed of

convergence is constant as long as the drift component is linear.

Similarly, for obtaining cyclical output, dŶt = L1−αdK̂α
t , we compute

dK̂α
t = α

(

θ0K̂
α−1
t − θ1

)

K̂α
t dt− (1− (1− θ2)

α) K̂α
t−dqt, (43)

which denotes a reducible SDE in K̂α
t with non-linear drift. The non-stochastic steady state

is K̂α∗ = (θ0/θ1)
α

1−α , the speed of convergence is αθ1 − (2α − 1)θ0K̂
α−1
t and not constant

unless α = .5, and the jump term 1 − (1− θ2)
α, increases (decreases) relative to K̂1−σ

t for

α > .5 (α < .5) and is the same for α = σ = .5.

For utility, we use the scaled version of (42), ût = K̂1−σ
t (Ψ/L)1−σ /(1− σ), to obtain

dût =
(

θ0(Ψ/L)1−σ − θ1(1− σ)ût
)

dt +
(

(1− θ2)
1−σ − 1

)

ût−dqt

≡ (ϑ0 − ϑ1ût) dt− ϑ2ût−dqt,

where ϑ0 through ϑ2 are defined as in (25).

7.2 Properties of the Poisson process

We use the martingale property of various expressions. These expressions are special cases

of
∫ t

0
f (qs, s) dqs − λ

∫ t

0
f (qs, s) ds, which is a martingale (cf. Garćıa and Griego, 1994), i.e.,

E0

(
∫ t

0

f (qs, s) dqs − λ

∫ t

0

f (qs, s) ds

)

= 0, (44)

where λ is the (constant) arrival rate of qt.
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7.3 Computing moments

Expressing the integral version in (26) as a differential equation and using the definition in

(27), we obtain d m̂1

t = (ϑ0 − (ϑ1 + λϑ2)m̂
1

t ) dt, which is a linear ODE with solution

m̂1

t = e−(ϑ1+λϑ2)t

(

m̂1

0 +

∫ t

0

e(ϑ1+λϑ2)sϑ0ds

)

= e−(ϑ1+λϑ2)t

(

m̂1

0 + ϑ0
e(ϑ1+λϑ2)t − 1

ϑ1 + λϑ2

)

.

It can be simplified to

m̂1

t = e−(ϑ1+λϑ2)t

(

m̂1

0 −
ϑ0

ϑ1 + λϑ2

)

+
ϑ0

ϑ1 + λϑ2
. (45)

As ϑ1 + λϑ2 > 0, the first moment of ût is in the long run given by

m̂1 ≡ lim
t→∞

m̂1

t =
ϑ0

ϑ1 + λϑ2
.

For higher moments, the basic ODE determining the evolution of ûnt is from (25)

dûnt = nûn−1
t (ϑ0 − ϑ1ût) dt− (1− (1− ϑ2)

n) ûnt−dqt

= n
(

ϑ0û
n−1
t − ϑ1û

n
t

)

dt− (1− (1− ϑ2)
n) ûnt−dqt. (46)

Using the integral version, applying expectations and the martingale result (44), we obtain

dE0û
n
t =

(

nϑ0E0û
n−1
t − (nϑ1 + λ (1− (1− ϑ2)

n))E0û
n
t

)

dt. Using the definition in (27),

dm̂n

t = (nϑ0m̂
n−1

t − (nϑ1 + λ (1− (1− ϑ2)
n)) m̂n

t ) dt. (47)

It shows that all moments converge to finite limits for t → ∞. For the first moment,

this follows from (45) (see Appendix C.1 for the second moment). The proofs for higher

moments follow an identical approach. In short, for asymptotic moments where dm̂n

t /dt = 0,

we obtain from (47)

m̂n =
nϑ0

nϑ1 + λ (1− (1− ϑ2)n)
m̂n−1 . (48)

By inserting n = 2, it implies (29), with n = 1, it becomes (28), and by definition m̂0 = 1.

7.4 Limiting distribution

If the nth moment m̂n

t ≡ E0(û
n) has bounded support, then m̂n ≡ limt→∞E0(û

j

t) is the jth

moment of the limiting distribution for any j < n, and the moments in (28) and (29) converge

to the moments of the limiting distribution. Moreover, ût has a unique limiting distribution

(Rao, 1973, p.121, Casella and Berger, 2001, Theorem 2.3.11.). Hence, the sequence {ût}∞t=t0
converges in distribution to a random variable û,

ût →D u where 0 < ût < û∗. (49)

In fact, the limiting density of any smooth transformation of ût is determined by the change

of variable formula for densities (cf. Merton, 1975).
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By inspection of moments in (48), û has a generalized β-distribution. For ϑ2 = 1, the

moments in (48) are m̂n = nϑ0

nϑ1+λ
m̂n−1. Starting from m̂0 = 1, repeated inserting yields

m̂n =
ϑn0n!

∏n
i=1(iϑ1 + λ)

=

(

ϑ0

ϑ1

)n
Γ(n + 1)

∏n
i=1(i + λ/ϑ1)

=

(

ϑ0

ϑ1

)n
Γ(n + 1)Γ(1 + λ/ϑ1)

Γ(n + 1 + λ/ϑ1)
,

where Γ (·) is the gamma function. Apart from the scaling factor (ϑ0/ϑ1)
n, the last expression

denotes the nth moment of a β-distribution with parameters 1 and λ/ϑ1. Hence, û has the

asymptotic representation û = (ϑ0/ϑ1)
n X, where X ∼ Beta(1, λ/ϑ1). For ϑ2 6= 1, we obtain

a generalized β-distribution which, to the best of our knowledge, has not been encountered

before. Analyzing its properties in detail should be done in future research.

7.5 Moments of the rental rate of capital

In a seminal paper Merton (1975) shows that the output-to-capital ratio in the Solow model

under Normal uncertainty has a Gamma distribution. We obtain the asymptotic moments

of the rental rate of capital (output-to-capital ratio times output elasticity of capital) in a

model of endogenous growth through cycles under Poisson uncertainty.

Because rt = α
1−αΦ1−σû−1

t is a smooth transformation of ût, from (49) the sequence

{rt}∞t=t0 converges in distribution to a random variable r (cf. Posch, 2009),

rt →D r where r∗ < rt <∞. (50)

Using (22) and rt = BqαKα−1
t L1−α = αK̂α−1

t L1−α which gives

dK̂α−1
t = (α− 1)Kα−2

t

(

θ0K̂
α
t − θ1K̂t

)

dt +
(

K̂α−1
t − K̂α−1

t−
)

dqt

= (α− 1)
(

θ0K̂
2α−2
t − θ1K̂

α−1
t

)

dt−
(

1− (1− θ2)
α−1 )

K̂α−1
t− dqt,

which implies defining c1 to c3 as in (34),

drt = (α− 1)r

(

1− τ i
1 + τ k

rt/α− θ1

)

dt +
(

(1− θ2)
α−1 − 1

)

rt−dqt

= c1rt (c2 − rt) dt + c3rt−dqt,

We use the smooth transformation ln rt,

ln rt →D ln r where ln r∗ < ln rt <∞, (51)

to obtain d ln rt = c1(c2 − rt)dt + ln(1 + c3)dqt, which has the solution

ln rt − ln rt0 =

∫ t

t0

c1(c2 − rs)ds + ln(1 + c3)(qt − qt0).

Employing the property that ln rt and ln rt−∆ share the same asymptotic mean as from (51),

lim
t→∞

E0(ln rt)− lim
t→∞

E0(ln rt0) = c1c2∆− c1 lim
t→∞

∫ t

t−∆

E0(rs)ds + ln(1 + c3) lim
t→∞

E0(q∆)

⇒ E(r) ≡ lim
t→∞

E0(rt) =
c1c2 + ln(1 + c3)λ

c1
. (52)
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For the second moment, we use the integral equation applying the expectation operator,

dE0(rt) = c1

(

c2E0(rt)− E0(r
2
t )

)

dt + c3E0(rt−)λdt.

Letting t→∞ we obtain for the integral equation

lim
t→∞

E0(rt)− lim
t→∞

E0(rt0) = lim
t→∞

∫ t

t−∆

(c1c2 + c3λ)E0(rs)ds− lim
t→∞

∫ t

t−∆

c1E0(r
2
s)ds

⇔ 0 = lim
t→∞

E0(rt)(c1c2 + c3λ)∆− lim
t→∞

E0(r
2
t )c1∆

⇒ E(r2) ≡ lim
t→∞

E0(r
2
t ) = E(r)

c1c2 + c3λ

c1
. (53)

Hence the asymptotic variance, i.e., the variance of the limiting distribution for rt is

V ar(r) ≡ lim
t→∞

V ar0(rt) = E(r2)− (E(r))2 =
c3λ− ln(1 + c3)λ

c1

E(r).

Note that the variance is proportional to the mean, which seems plausible given the geometric

structure of the stochastic differential in (34).

7.6 Moments of growth rates

Because (ln K̂t = 1
1−σ ln ût + constant) is a smooth transformation of ût in (49) the sequence

{ln K̂t}∞t=t0 converges in distribution to a random variable ln K̂,

ln K̂t →D ln K̂ where −∞ < ln K̂t < ln K̂∗. (54)

Intuitively, cyclical variables ln K̂t and ln K̂t−∆ share the same asymptotic mean, which is

the mean of the limiting distribution, E(ln K̂). Therefore, defining

E(∆yt) ≡ lim
t→∞

E0(∆yt) = lim
t→∞

E0

(

ln K̂t − ln K̂t−∆

)

α + lim
t→∞

E0(qt − qt−∆) lnA

= E0(q∆) ln A = λ∆ ln A

for any t0 > 0, is the asymptotic mean of output growth rates. Economically, it employs an

large sequence of growth rates of length ∆.

Lemma 2 Given capital rewards as in (34), then

lim
t→∞

Cov

(
∫ t

t−∆

(

1− τ i
1 + τ k

rs/α

)

ds, qt − qt−∆

)

= 0

is asymptotically uncorrelated.

Proof. Observe that from Cov(aX + bY, Z) = aCov(X, Z) + bCov(Y, Z) we have

Cov
(

ln K̂t − ln K̂t−∆, qt − qt−∆

)

= Cov

(
∫ t

t−∆

(

1− τ i
1 + τ k

rs/α

)

ds, qt − qt−∆

)

+ ln (1− θ2)Cov (qt − qt−∆, qt − qt−∆)
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Employing Lemma 1 and the property V ar(q∆) = λ∆ gives the asymptotic result.

We now compute the second-order moments of growth rates (38). Observe that using

growth rates of cyclical capital stock in (32) and Lemma 2,

V ar(ŷt) = lim
t→∞

V ar0

(

1− τ i
1 + τ k

∫ t

t−∆

rsds

)

+ α2(ln(1− θ2))
2 lim
t→∞

V ar0(q∆)

+α2 ln(1− θ2) lim
t→∞

Cov0

(

1− τ i
1 + τ k

∫ t

t−∆

rs/αds, qt − qt−∆

)

.

Using Lemma 2 we obtain the measure in (33). Similarly, using output growth rates in (38)

together with Lemma 1, we obtain our measure in (39).
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Referees’ appendix to

On the non-causal link between volatility and growth

The appendix follows the same structure as the paper (not for publication).

A The model

A.1 The household’s budget constraint

Wealth is measured in units of the consumption good, priced at consumer prices. Nominal

wealth is given by (1 + τ c)p
C
t at =

∑q+1
j=0 kjvj, where kj is the individual’s physical capital

stock and vt is the value of one unit of the capital stock both of vintage j, respectively, and

pCt is the producer price of the consumption good. Then, real wealth, at, is

at ≡
1

1 + τ c

q+1
∑

j=0

kjvj
pCt

, (A.1)

where q denotes the most advanced vintage. Despite the fact that households cannot own

any capital of vintage q + 1, kq+1 = 0, the sum applies also to the next vintage to discover.

The reason will become clear in a moment.

Households receive net capital payments (1 − τ i)
∑q+1

j=0 pYt wK
j kj, i.e., net dividends per

unit of vintage capital j (marginal products) times the amount kj of all vintages net labor

income (1− τ i)p
Y
t wt used for saving and consumption purposes. Nominal savings are

st = (1− τ i)

(

q+1
∑

j=0

pYt wK
j kj + pYt wt

)

− (1 + τ c) pCt ct.

Saving is used for financing research, (1 + τ r)p
R
t it, and for accumulating existing capital

goods. Households trade capital goods of the most recent vintage q only, the allocation of

older capital goods is fixed (households are indifferent about trading in equilibrium). Beside

the tax on wealth, τ a, a fraction 1−τ i

1+τk
δ of the capital stock depreciates, which implies that

only net (and not gross) capital rewards are taxed. Capital held by households follows for

older vintages

dkj = −
{

1− τ i
1 + τ k

δ + τ a

}

kjdt, j < q. (A.2)

The relationship in (A.2) shows that a positive tax on wealth, τ a > 0, simply increases the

rate of effective depreciation. We show below that this tax really applies to wealth at and

not the number of machines or stocks kj. A no-arbitrage condition demands that, as long as

investment is positive, the value of an installed good equals the price of a new investment

good, so that vq = (1 + τ k)p
K
t . Thus, for the most recent vintage, j = q, we obtain

dkq =

{

st − (1 + τ r)p
R
t it

(1 + τ k)pKt
−

(

1− τ i
1 + τ k

δ + τ a

)

kq

}

dt. (A.3)
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The household’s capital stock kq of the most advanced vintage q in (A.3) increases when the

difference between net income and spending for consumption plus risky investment divided

by the effective price vq of an installed unit of capital, exceeds effective depreciation.

In case of successful research, i.e., dqt = 1, the household obtains the share it/Rt of total

payoffs κt. Therefore, for the next vintage, j = q + 1, we obtain

dkq+1 = it/Rtκtdqt. (A.4)

In words, the individual payoff depends on individual investment it relative to total invest-

ment Rt into the successful project. After that, (A.3) applies to vintage q + 1.

As different vintages are perfect substitutes in production, from (7) prices are linked by

(1 + τ k)p
K
t = vq = Bq−jvj, j ≤ q. (A.5)

Immediately after the innovation, the price of older vintages relative to the producer price

of the consumption good using pKt = pCt from (5) falls by vj/p
C
t = (1 + τ k)B

−(q−j), j ≤ q.

Assuming that vintage prices generally evolve as

d(vj/p
C
t ) = ajvj/p

C
t dt + cjvj/p

C
t−dqt, (A.6)

the deterministic part must be zero, i.e., aj = 0 for all vintages j ≤ q. When research is

successful, the price of a unit of given vintage j in terms of the consumption good drops by

vj/p
C
t = (1 + τ k)B

−(q+1−j) from (A.5). Thus, using (A.6) and s ≡ (B − 1)/B we obtain

cj =
d(vj/p

C
t )

vj/pCt−
=

vj/p
C
t − vj/p

C
t−

vj/pCt−
=

(1 + τ k)B
−(q+1−j) − (1 + τ k)B

−(q−j)

(1 + τ k)B−(q−j) = −s < 0,

which is identical for all vintages j ≤ q, and prices therefore evolve according to

d(vj/p
C
t ) = −svj/p

C
t−dqt, j ≤ q. (A.7)

This equation reflects the devaluation (henceforth economic depreciation) of older vintages

relative to the consumption good when a new vintage has been developed.

The budget constraint can now be derived by computing the differential

da =
1

1 + τ c

q+1
∑

j=0

d(kjvj/p
C
t ). (A.8)

Note that is implicitly assumed that tax rates are considered to be constant. For older

vintages 0 < j < q, we obtain using (A.2), (A.7) and applying Itô’s formula

d(kjvj/p
C
t ) = − vj

pCt

{

1− τ i
1 + τ k

δ + τ a

}

kjdt +

{(

vj
pCt−
− s

vj
pCt−

)

kj −
vj
pCt−

kj

}

dqt

= −
{

1− τ i
1 + τ k

δ + τ a

}

kjvj/p
C
t dt− skjvj/p

C
t−dqt. (A.9)
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Similarly, for the most advanced vintage, q, we use (A.3), (A.7) and apply Itô’s formula,

d(kqvq/p
C
t ) =

vq
pCt

{

st − (1 + τ r)p
R
t it

(1 + τ k)pKt
−

(

1− τ i
1 + τ k

δ + τ a

)

kq

}

dt− s
vq
pCt−

kqdqt

=

{

st
pCt
− (1 + τ r)it −

(

1− τ i
1 + τ k

δ + τ a

)

kqvq/p
C
t

}

dt− skqvq/p
C
t−dqt, (A.10)

where we used (5) in the last step. Finally for the next vintage q +1 to come, using equation

(A.4) with vq+1/p
C
t = (1 + τ k) for the prototype after successful research, yields

d(kq+1vq+1/p
C
t ) = vq+1/p

C
t it/Rtκtdqt = (1 + τ k)it/Rtκtdqt. (A.11)

This is in accordance to the definition of real wealth in (A.1) since it denotes the consumption

goods that can be exchanged for the prototype. Hence, as we want to include the evolution

of κt, assets at need to equal the sum over all vintages including the not yet existing one.

Summarizing (A.9) to (A.11), the budget constraint (A.8) becomes

dat =
1

1 + τ c

q−1
∑

j=0

(

−
{

1− τ i
1 + τ k

δ + τ a

}

kjvj/p
C
t dt− skjvj/p

C
t−dqt

)

+
1 + τ k
1 + τ c

it/Rtκtdqt

+
1

1 + τ c

{

st/p
C
t − (1 + τ r)it −

(

1− τ i
1 + τ k

δ + τ a

)

kqvq/p
C
t

}

dt− 1

1 + τ c
skqvq/p

C
t−dqt.

Using the definition of real wealth (A.1) and inserting st yields

dat =

{

1− τ i
1 + τ c

(

q+1
∑

j=0

wK
j kj + wt

)

− ct −
1 + τ r
1 + τ c

it

}

dt− at

{

1− τ i
1 + τ k

δ + τ a

}

dt

+

{

1 + τ k
1 + τ c

it/Rtκt − sat−

}

dqt. (A.12)

With value marginal product, wK
j = YKBj from equation (7) and (6), as well as inserting

Bj = Bqvj/vq from (A.5) with vq = (1 + τ k)pK we obtain

dat =

{

1− τ i
1 + τ c

(

q+1
∑

j=0

BqYK
vjkj

(1 + τ k)pKt
+ wt

)

− ct −
1 + τ r
1 + τ c

it

}

dt− at

{

1− τ i
1 + τ k

δ + τ a

}

dt

+

{

1 + τ k
1 + τ c

it/Rtκt − sat−

}

dqt.

Finally, using the definition of real wealth (A.1) and the definition of rt in (13) gives

dat =

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

at +
1− τ i
1 + τ c

wt − ct −
1 + τ r
1 + τ c

it

}

dt+

{

1 + τ k
1 + τ c

it/Rtκt − sat−

}

dqt.

A.2 Total wealth and government expenditure

We show that aggregating the budget constraints of households yields the aggregate resource

constraint. It also gives us the government’s budget constraint.
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Starting by summing up the budget constraint (12) of the representative consumer using
∑L

i=1 at = Lat, we obtain

dLat =

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

Lat +
1− τ i
1 + τ c

wtL−
1 + τ r
1 + τ c

Rt − Ct

}

dt

+

{

1 + τ k
1 + τ c

κt − sLat−

}

dqt,

where Ct and Rt denote Ct = Lct and Rt = Lit, respectively. Using the definition of wealth

in (A.1) together with (A.5), we obtain total wealth as

Lat =
1

1 + τ c

q+1
∑

j=0

kjvj
pCt

L =
1 + τ k
1 + τ c

B−q
q+1
∑

j=0

KjB
j =

1 + τ k
1 + τ c

B−qKt ≡ Kobs
t , (A.13)

where we used the definition of the capital index from (7) in the last step. Inserting yields

d

(

1 + τ k
1 + τ c

B−qKt

)

=

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

1 + τ k
1 + τ c

B−qKt +
1− τ i
1 + τ c

wtL−
1 + τ r
1 + τ c

Rt − Ct

}

dt

+

{

1 + τ k
1 + τ c

κt − s
1 + τ k
1 + τ c

B−qKt−

}

dqt

⇔ d
(

B−qKt

)

=

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

B−qKt +
1− τ i
1 + τ k

wtL−
1 + τ r
1 + τ k

Rt −
1 + τ c
1 + τ k

Ct

}

dt

+
{

κt − sB−qKt−
}

dqt.

Using Itô’s formula we obtain

dKt =

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

B−qKt +
1− τ i
1 + τ k

wtL−
1 + τ r
1 + τ k

Rt −
1 + τ c
1 + τ k

Ct

}

Bqdt

+
{(

B−qKt− + κt − sB−qKt−
)

Bq+1 −
(

B−qKt−
)

Bq
}

dqt

=

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

B−qKt +
1− τ i
1 + τ k

wtL−
1 + τ r
1 + τ k

Rt −
1 + τ c
1 + τ k

Ct

}

Bqdt

+
{

(1− s)BKt− + Bq+1κt −Kt−
}

dqt.

Inserting factor rewards from (13) and s = (B − 1) /B yields

dKt = Bq

{(

1− τ i
1 + τ k

(BqYK − δ)− τ a

)

B−qKt +
1− τ i
1 + τ k

YLL

−1 + τ r
1 + τ k

Rt −
1 + τ c
1 + τ k

Ct

}

dt + Bq+1κtdqt. (A.14)

Now observe that

1− τ i
1 + τ k

YKKt +
1− τ i
1 + τ k

YLL = YKKt + YLL−
τk + τ i
1 + τ k

(YKKt + YLL) = Yt −
τ k + τ i
1 + τ k

Yt,

where we used Euler’s theorem, Yt = YKKt + YLL. Moreover, observe that

− 1− τ i
1 + τ k

δB−qKt −
1 + τ r
1 + τ k

Rt −
1 + τ c
1 + τ k

Ct

= −δB−qKt − Rt − Ct +
τ i + τ k
1 + τ k

δB−qKt −
τ r − τ k
1 + τ k

Rt −
τ c − τ k
1 + τ k

Ct.
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Therefore, the term in brackets from (A.14) can be simplified to,

(

1− τ i
1 + τ k

(BqYK − δ)− τ a

)

B−qKt +
1− τ i
1 + τ k

YLL−
1 + τ r
1 + τ k

Rt −
1 + τ c
1 + τ k

Ct

= Yt −
τ i + τ k
1 + τ k

Yt − (τ a + δ)B−qKt −Rt − Ct +
τ i + τ k
1 + τ k

δB−qKt −
τ r − τ k
1 + τ k

Rt −
τ c − τ k
1 + τ k

Ct

≡ Yt − δB−qKt −Rt − Ct −Gt. (A.15)

The last equality defines total tax revenues and thus government expenditures,

Gt ≡
τ i + τ k
1 + τ k

Yt +

(

τa −
τ i + τ k
1 + τ k

δ

)

B−qKt +
τ r − τ k
1 + τ k

Rt +
τ c − τ k
1 + τ k

Ct. (A.16)

Inserting (A.15) into (A.14) gives

dKt =
{

Yt − δB−qKt − Rt − Ct −Gt

}

Bqdt + Bq+1κtdqt

= {BqIt − δKt} dt + Bq+1κtdqt,

which is (8). Aggregation works for Gt as defined in (A.16). Equation (A.16) is convincing,

if it can be rewritten in a meaningful way. Starting at

(1 + τ k)Gt ≡ τ kYt + τ iYt + (1 + τ k) τ aB
−qKt − (τ i + τ k) δB−qKt

+ (τ r − τ k) Rt + (τ c − τ k)Ct.

As τ kGt = τ k (Yt − It −Rt − Ct) from (4), we obtain

Gt = τ kIt + τ iYt + (1 + τ k) τ aB
−qKt − (τ i + τ k) δB−qKt + τ rRt + τ cCt

= τ i(Yt − δB−qKt) + τ k(It − δB−qKt) + τ rRt + τ cCt + τ a (1 + τ k) B−qKt,

i.e., government revenue in units of the consumption good before taxation.

B Equilibrium dynamics

B.1 The maximized Bellman equation

The value of an optimal program of (10) is defined by

V (a0, q0) = max
{ct,it}∞t=0

{U0},

which denotes the present discounted value of utility evaluated along the optimal program.

Itô’s formula (or change of variables, cf. Sennewald, 2007) yields

dVt = Va

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

at +
1− τ i
1 + τ c

wt − ct −
1 + τ r
1 + τ c

it

}

dt

+ {V (at, qt)− V (at−, qt−)} dqt.
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With E0(dqt) = λtdt, the Bellman equation reads

ρV (a0, q0) = max
{c0,i0}

{

u(c0) + Va

{(

1− τ i
1 + τ k

(r0 − δ)− τ a

)

a0 +
1− τ i
1 + τ c

w0 − c0 −
1 + τ r
1 + τ c

i0

}

+ λt {V (a0, q0)− V (a0−, q0−)}
}

, (A.17)

where the level of qt and at immediately after a jump is qt = qt− + 1 and

at = (1− s)at− +
1 + τ k
1 + τ c

it
Rt

κt. (A.18)

The first-order condition for consumption reads

u′(c0) = Va(a0, q0), (A.19)

whereas the first-order condition for the risky investment is

1 + τ r
1 + τ c

Va0− (a0−, q0−) = λtVa0 (a0, q0)
1 + τ k
1 + τ c

κ0

R0
. (A.20)

Inserting (A.19) twice and rearranging gives

u′(c0−) = λt
1 + τ k
1 + τ r

κ0

R0

u′(c0). (A.21)

Economically, research expenditures, it, are chosen such that the ratio of marginal utilities

from consumption an instant before and after a jump, u′(ct−)/u′(ct) equals to the ratio of

expected payoffs of the risky research, λt(1 + τ k)κtit/Rt, divided by its cost, (1 + τ r)it.

The first-order conditions (A.19) and (A.20) make optimal controls a function of the state

variables, ct = c(at, qt) and it = i(at, qt). Hence, the maximized Bellman equation is

ρV (at, qt) = Va

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

at +
1− τ i
1 + τ c

wt − c(at)−
1 + τ r
1 + τ c

i(at)

}

+ u(c(at)) + λt {V (at, qt)− V (at−, qt−)} . (A.22)

B.2 The rule of optimal consumption

We start with the maximized Bellman equation in (A.22). Using the envelope theorem, the

derivative with respect to the state variable reads15

ρVa = Vaa

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

at +
1− τ i
1 + τ c

wt − c(at)−
1 + τ r
1 + τ c

i(at)

}

+

(

1− τ i
1 + τ k

(rt − δ)− τ a

)

Va + λt
{

Vat−
(at, qt)− Vat−

(at−, qt−)
}

. (A.23)

15The notion of Va and Vat−
are equivalent, the term Vat−

is used if necessary for clarity.
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Now observe that from (A.18), Vat−
(at, qt) = Vat

(1− s). Rearranging gives
(

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λt

)

Va − (1− s)λtVat
=

Vaa

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

at +
1− τ i
1 + τ c

wt − ct −
1 + τ r
1 + τ c

it

}

. (A.24)

Computing the differential of the costate variable, using the budget constraint (12) and Itô’s

formula (change of variables) gives

dVa = Vaa

{(

1− τ i
1 + τ k

(rt − δ)− τ a

)

at +
1− τ i
1 + τ c

wt − ct −
1 + τ r
1 + τ c

it

}

dt

+
{

Vat
(at, qt)− Vat−

(at−, qt−)
}

dqt.

Inserting equation (A.24) yields the evolution of the costate variable as

dVa =

(

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λt

)

Va − (1− s)λtVat
dt +

{

Vat
(at, qt)− Vat−

(at−, qt−)
}

dqt.

Dividing by the costate an instant before the jump, Va, we obtain

dVa
Va

=

{

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λt − (1− s)λt
Vat

(at, qt)

Vat−
(at−, qt−)

}

dt +

{

Vat
(at, qt)

Vat−
(at−, qt−)

− 1

}

dqt.

The first-order condition for consumption (A.19) yields dVa = du′(ct). Inserting this term as

well as using the first order condition (A.19) gives the optimal rule as

du′(ct−)

u′(ct−)
=

(

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λt − (1− s)λt
u′(ct)

u′(ct−)

)

dt +

(

u′(ct)

u′(ct−)
− 1

)

dqt.

(A.25)

Note that the ratio of marginal utilities before and after a jump is determined by the first-

order condition of risky investment (A.21),

u′(ct)

u′(ct−)
=

Rt

κt

1 + τ r
1 + τ k

λ−1
t =

1 + τ r
1 + τ k

λ
γ

1−γ

t D/κ0 = ξ−σ, (A.26)

where we inserted Rt = λ
1

1−γ

t Dt from (1), and used the assumptions of (14) and (15).

Using (11) and Itô’s formula, we may write the rule for optimal consumption (A.25) as

dCt =− 1

σ

(

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λt − (1− s) λtξ
−σ

)

C−σt
(

C−σt
)− 1

σ
−1

dt

+

( (

C−σt− +

{

u′(ct)

u′(ct−)
− 1

}

C−σt−

)− 1

σ

− Ct−

)

dqt

=− 1

σ

(

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λt − (1− s) λtξ
−σ

)

Ctdt + (Ct − Ct−) dqt.

In terms of cyclical consumption, we obtain the Euler equation

dĈt =− 1

σ

(

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λt − (1− s)λtξ
−σ

)

Ĉtdt +
(

Ĉt − Ĉt−
)

dqt. (A.27)
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B.3 Proof of Theorem 1

The idea of this proof is to first assume that Ĉt = ΨK̂t and then derive conditions under

which this holds. We first derive the evolution of the cyclical capital index, and split up the

proof by sequentially considering the jump and the deterministic component of the SDE.

Given the capital accumulation constraint in (8) with the market clearing condition (4)

and using Itô’s formula (change of variables) for K̂t defined in (16), we obtain

dK̂t = ((Yt − Ct − Rt −Gt)B
q − δKt)A−

q
α dt +

(

(

Kt− + Bq+1κt
)

A−
q+1

α − A−
q
α Kt−

)

dqt

=
(

Ŷt − Ĉt − R̂t − Ĝt − δK̂t

)

dt +
(

A−
1

α + A−1κ− 1
)

K̂t−dqt,

where we inserted (15) and used the definition of cyclical variables from (16), X̂t = A−qXt

for Xt ∈ (Yt, Ct, Rt, Gt). With the definition of the parameter ξ in Theorem 1, we obtain

dK̂t =
(

Ŷt − Ĉt − R̂t − Ĝt − δK̂t

)

dt +
(

A−1ξ − 1
)

K̂t−dqt. (A.28)

Considering the jump term of the SDE in (A.28), an instant after successful research, the

level of cyclical capital is K̂t = A−1ξK̂t−. This implies that in the linear case of Ĉt = ΨK̂t,

consumption jumps by Ĉt/Ĉt− = A−1ξ as well. ¿From (A.26), we obtain another expression

for the jump of cyclical consumption using u′(ct) = c−σt from (11) and Ct = Lct,

Ct/Ct− = AĈt/Ĉt− =

(

1 + τ r
1 + τ k

λ
γ

1−γ

t D/κ

)− 1

σ

.

Thus, we obtain a constant arrival rate by solving for λ = λt as

ξ =

(

1 + τ r
1 + τ k

λ
γ

1−γ D/κ

)− 1

σ

⇔ λ =

(

1 + τ k
1 + τ r

κ

D
ξ−σ

)
1−γ

γ

,

which is (21). Using (1) and Rt = AqR̂t gives

R̂t = λ
1

1−γ K̂tD =
1 + τ k
1 + τ r

κλξ−σK̂t ≡ ΓK̂t. (A.29)

Optimal consumption Ĉt = ΨK̂t also requires that consumption and capital grow at the

same rates over the cycle. In other words, the SDEs or growth rates dĈt/Ĉt and dK̂t/K̂t

resulting from (A.27) and (A.28), respectively, must share the same deterministic part,

− 1

σ

(

ρ− 1− τ i
1 + τ k

(rt − δ) + τ a + λ− (1− s)λξ−σ
)

=
Ŷt − Ĉt − R̂t − Ĝt − δK̂t

K̂t

.

Inserting capital rewards from (13), rt = BqYK = αŶt/K̂t and multiply by σK̂t to obtain

1− τ i
1 + τ k

αŶt =

(

1− τ i
1 + τ k

δ + τ a + ω

)

K̂t + σ
(

Ŷt − Ĉt − R̂t − Ĝt − δK̂t

)

,
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where we defined ω ≡ ρ + λ − (1− s) λξ−σ. Inserting Ĉt = ΨK̂t associated with R̂t = ΓK̂t

from (A.29), and using Ĝt = A−qGt from (A.16) the condition can be simplified to

1− τ i
1 + τ k

(α− σ)Ŷt =

{

1− τ i
1 + τ k

δ + τ a + ω − σ

(

τ a +
1 + τ r
1 + τ k

Γ +
1 + τ c
1 + τ k

Ψ +
1− τ i
1 + τ k

δ

)}

K̂t.

(A.30)

Hence, (A.30) holds if the expression in front of Ŷ holds, requiring α = σ and if the expression

in front of K̂ in (A.30) holds, requiring

1− τ i
1 + τ k

δ + τ a + ω = σ

(

τa +
1 + τ r
1 + τ k

Γ +
1 + τ c
1 + τ k

Ψ +
1− τ i
1 + τ k

δ

)

.

Solving for Ψ and inserting ω = ρ + λ− (1− s) λξ−σ yields the expression for Ψ in (18).

C Volatility measures and endogeneity

C.1 The second moment in the long run

We show that the second moment of cyclical utility, m̂2

t , is constant in the long run. From

(47), the ODE for the second moment is dm̂2

t = (2ϑ0m̂1

t − (2ϑ1 + λ (1− (1− ϑ2)
2)) m̂2

t ) dt.

Inserting the solution of the first moment from (45) gives

dm̂2

t =
(

2ϑ0

(

e−(ϑ1+λϑ2)t (m̂1

0 − m̂1) + m̂1
)

−
(

2ϑ1 + λ
(

1− (1− ϑ2)
2
))

m̂2

t

)

dt.

Solving this deterministic differential equation gives

m̂2

t = e−(2ϑ1+λ(1−(1−ϑ2)2))tm̂2

0 +

∫ t

0

2ϑ0

(

e−(ϑ1+λϑ2)s (m̂1

0 − m̂1) + m̂1
)

e(2ϑ1+λ(1−(1−ϑ2)2))(s−t)ds.

Computing the integral yields

m̂2

t = e−(2ϑ1+λ(1−(1−ϑ2)2))tm2

0 + 2ϑ0 (m̂1

0 − m̂1)
e−(ϑ1+λϑ2)t − e−(2ϑ1+λ(1−(1−ϑ2)2))t

ϑ1 + λ(1− ϑ2)ϑ2

+2ϑ0m̂1
1− e−(2ϑ1+λ(1−(1−ϑ2)2))t

2ϑ1 + λ (1− (1− ϑ2)2)
.

Since 1− ϑ2 = (A−1ξ)
1−σ

< 1, the exponential terms decrease in t. With t sufficiently large,

those terms vanish and the expression becomes

m̂2 =
2ϑ0m̂1

2ϑ1 + λ (1− (1− ϑ2)2)
.

9



C.2 Proof of Lemma 1

Observe that the covariance is

lim
t→∞

Cov0

(

ln K̂t − ln K̂t−∆, qt − qt−∆

)

= lim
t→∞

E0

(
∫ t

t−∆

d(ln K̂s)

(
∫ t

t−∆

dqs − λ∆

))

= lim
t→∞

E0

(
∫ t

t−∆

((

θ0K̂
α−1
s − θ1

)

ds + ln (1− θ2) dqs

)

∫ t

t−∆

dqs

)

= lim
t→∞

E0

(
∫ t

t−∆

((

1− τ i
1 + τ k

rt/α− θ1

)

ds + ln (1− θ2) dqs

)
∫ t

t−∆

dqs

)

= lim
t→∞

E0

(
∫ t

t−∆

(

1− τ i
1 + τ k

rt/α− θ1

)

ds

∫ t

t−∆

dqs + ln (1− θ2) (q∆)2

)

= lim
t→∞

E0

(
∫ t

t−∆

1− τ i
1 + τ k

rt/αds

∫ t

t−∆

dqs − θ1∆q∆ + ln (1− θ2) (q∆)2

)

= lim
t→∞

E0

(
∫ t

t−∆

1− τ i
1 + τ k

rt/αds

∫ t

t−∆

dqs

)

− lim
t→∞

E0

(

θ1∆q∆ − ln (1− θ2) (q∆)2
)

=
(1− α)θ1 − (1− α) ln(1− θ2)λ

1− α
∆λ∆− θ1∆λ∆ + ln (1− θ2) λ∆(1 + λ∆)

= θ1λ∆2 − ln(1− θ2)(λ∆)2 − θ1∆λ∆ + ln (1− θ2) λ∆(1 + λ∆)

= ln (1− θ2)λ∆,

where we used the property that E(q2
∆) = λ∆(1 + λ∆). Moreover, we used that

∫ t

t−∆

∫ t

t−∆

(

1− τ i
1 + τ k

rs/α

)

dsd(qu − λu)

is a martingale (cf. Garćıa and Griego, 1994, Theorem 5.3).

C.3 Volatility and taxation

For reading convenience, we compute the derivative of the speed of convergence, ϑ1, with

respect to tax rates for later use. When we insert (21) into the definition from (25), we find

ϑ1 =
1− σ

σ

(

ρ +

(

1 + τ k
1 + τ r

κ

D
ξ−σ

)
1−γ

γ
(

1− (1− s) ξ−σ
)

+
1− τ i
1 + τ k

δ + τ a

)

. (A.31)

Hence, higher tax rates τ r and τ i reduce ϑ1, while a higher τ a coincides with a higher value ϑ1.

The effect of τ k is ambiguous, it increases λ but decreases the effective rate of depreciation.

Starting from (A.31) and computing the derivative explicitly, however, shows that the

partial derivative ∂ϑ1/∂τ k = 1−σ
σ

(

(

1− (1− s) ξ−σ
)

∂λ/∂τ k − 1−τ i

(1+τk)2
δ
)

is positive as long as
(

1− (1− s) ξ−σ
)

∂λ/∂τ k ≥ 1−τ i

(1+τk)2
δ. When computing ∂λ/∂τ k = 1−γ

γ
1

1+τk
λ from (21), one

obtains ∂ϑ1/∂τ k ≥ 0 ⇔
(

1− (1− s) ξ−σ
)

1−γ
γ

λ ≥ 1−τ i

1+τk
δ. This holds if the rate of physical

depreciation δ is sufficiently small.
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C.3.1 Coefficient of variation

From (30), volatility increases through higher taxation when ϑ1/λ decreases, that means
∂
∂τ j

cv2 ≥ 0⇔ ∂
∂τ j

(ϑ1/λ) ≤ 0. It holds for the income tax, τ i, and for the tax on wealth, τ a.

From (A.31) and (21),

ϑ1/λ =
1− σ

σ

(

ρ + λ
(

1− (1− s)ξ−σ
)

+
1− τ i
1 + τ k

δ + τ a

)

/λ. (A.32)

The only partial derivatives for which the sign is ambiguous is for τ k and τ r. As τ r affects

only the arrival rate, the sign of ∂(ϑ1/λ)/∂τ r is

sgn

[

∂ (ϑ1/λ)

∂τ r

]

= sgn

[

∂ (ϑ1/λ)

∂λ

∂λ

∂τ r

]

.

As ∂λ/∂τ r < 0, the cv increases when ∂ (ϑ1/λ) /∂λ is positive. Computing this gives

∂(ϑ1/λ)

∂λ
=

(

λ
∂

∂λ
ϑ1 − ϑ1

)

/λ2 > 0 ⇔ λ
1− σ

σ

(

1− (1− s) ξ−σ
)

> ϑ1

⇔ 0 > ρ +
1− τ i
1 + τ k

δ + τ a.

As this does not hold for a positive tax of wealth, the cv decreases when τ r increases.

We now compute the partial derivative of (A.32) for τ k,

∂(ϑ1/λ)

∂τ k
=

(

∂ϑ1

∂τ k
λ− ∂λ

∂τ k
ϑ1

)

/λ2 =

[(

∂ϑ1

∂λ

∂λ

∂τ k
− 1− τ i

(1 + τ k)
2 δ

)

λ− ∂λ

∂τ k
ϑ1

]

/λ2 < 0

⇔ 1− σ

σ
λ

(

1− (1− s) ξ−σ
) ∂λ

∂τ k
<

1− τ i

(1 + τ k)
2 δλ

+
∂λ

∂τ k

[

1− σ

σ

(

ρ + λ
(

1− (1− s) ξ−σ
)

+
1− τ i
1 + τ k

δ + τ a

)]

⇔ 0 <
1− τ i

(1 + τ k)
2 δλ +

∂λ

∂τ k

[

1− σ

σ

(

ρ +
1− τ i
1 + τ k

δ + τ a

)]

,

which holds for any positive tax on wealth.

C.3.2 Measures based on growth rates

From (36), we can study the effect on the variance of output growth rates mainly through

the tax effects on the variance of the rental rate of capital, rt.

∂V ar
(

1−τ i

1+τk
r
)

∂τ j
≥ 0 ⇔

∂
(

1−τ i

1+τk
E(r)λ

)

∂τ j
≥ 0 ⇔

∂(ϑ1λ + ln
(

1
1−ϑ2

)

λ2)

∂τ j
≥ 0

where

ϑ1λ =
1− σ

σ

(

ρ + λ
(

1− (1− s)ξ−σ
)

+
1− τ i
1 + τ k

δ + τ a

)

λ. (A.33)

The only partial derivatives for which the sign is ambiguous is for τ k,

∂(ϑ1λ)

∂τ k
=

1− σ

σ

(

∂λ/∂τ k(1− (1− s)ξ−σ)− (1− τ i)/(1 + τ k)
2δ

)

λ + ϑ1

which remains ambiguous, but for δ sufficiently small is positive.
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